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ABSTRACT

The literature on incentive contracting suggestt the optimal performance pay
contract depends on a tradeoff between productaity agency costs. The effect of
employee ability on this tradeoff is theoreticaiybiguous, as the employee’s private
gains (through more sophisticated gaming responses) exceed the employer’'s
productive benefits. Similarly, employees’ “advelsarning” about how to game
their incentives may outweigh their productive teag. Existing research has not
examined these possible perverse effects. We abdmanch managers of a large
retail bank following the introduction of a new emtive plan. We use a novel
empirical strategy to estimate the profits the bdokes through managers’
manipulation of loan sizes and interest rates, famd that these agency costs are
between three and twelve percent of profits onayer Managers’ formal education
(“book smarts”) has no impact on agency costs,theit ability to infer undisclosed
information about the incentive plan (“street ssigrdoes. More-able managers in
the latter sense cost the bank an extra two pecfgbfits. Finally, agency costs are
increasing over time, suggesting that adverse ileguthominates productive learning.
We find suggestive, but inconclusive, evidence thgier levels of “street smarts”are
associated with a higher rate of adverse learning.

Keywords. agency costs, incentives, performance pay, mutiiigs employee
learning, adverse learning, ability, human capital



1. INTRODUCTION

Performance-based pay plans are a common way ichvanganizations try to solve
the agency problem that exists between owners anplogees. Theoretical models
typically ascribe the agency problem to one of tymes of information asymmetry: moral
hazard (the principal doesn’t know how hard thena@as worked) or adverse selection (the
principal doesn’'t know the agent’s productivity, “type”). The optimal performance pay
contract therefore attempts to achieve two mailsqerel objectives: attracting highly able
employees and inducing them to work hard (Laze8619

A variety of empirical work confirms the increase employees’ productive effort
that can result from performance pay plans (PaaaschShearer 1999, Lazear 2000, Lach
and Schankerman 2008). On the other hand, thesaties can be problematic due to the
well-known multitasking problem (Holmstrom and Mibtgn 1991, Baker 1992), and there is
a growing body of evidence documenting distortignagaming” responses to explicit
performance incentives (Chevalier and Ellison 199yer 1998, Dranove 2003, Courty and
Marschke 2004, Larkin 2007).

Some research suggests a mutually reinforcing ioakttip between strong
performance-based incentives and employee abMiyjgom and Roberts 1990, Milgrom
and Roberts 1995, Ichniowski, Shaw and Prennushir 1Bresnahan 1999, Black and Lynch
2001, Caroli and Van Reenen 2001, Bresnahan, Bfgagmn and Hitt 2002, Rajan and Wulf
2006, Bartel, Ichniowski and Shaw 2007, Lemieux,cMsod and Parent 2009). The
explanation is simple and intuitive: strong incees and ability are complements, because
the marginal returns to effort (induced by the imoees) are increasing in the employee’s
ability. However, there may be some settings ifctvithis in not the case. The multitasking
and gaming literature highlights that the optimatentive contract depends on a tradeoff
between productive effort and agency costs. THecefof ability on this tradeoff is
theoretically ambiguous. While a worker’s abilgffects her productivity, it also potentially

affects her capacity to game her incentives — ttifly and exploit weaknesses in the

! For example, Lazear and Shaw (2007) cite statistiowing that, in 1999, two-thirds of large firhed
individual incentives for at least 20 percent aitlemployees.
2 See also Lazear and Oyer (2007)for a recent review



system arising from imperfections in monitoringoeffand performance. In environments
where the agent’s private gains from ability ar&atreely high, the principal’s optimal
response might be to weaken or eliminate explieifggmance-based incentives. This link
between ability and agency costs has not beenestuldeoretically or empirically.

Because they deal with information asymmetry anelegion, agency contracting
models also incorporate, implicitly or explicitign element of learning. In all these models,
it is generally the principal who learns about #gent's ability, or attempts to. In the
simplest static models, learning occurs instantasigo In dynamic models, such as those of
“ratcheting” (Baron and Besanko 1984, Freixas, Gage and Tirole 1985, Lazear 1986,
Laffont and Tirole 1988) and “signal-jamming” (Hastndbm 1999), learning takes place over
time, and agents may even take actions to inhi@t grincipal’s learning. In practice,
however, agents are learning alongside principaist4ust about how to do their jobs better
(Arrow 1962, Jovanovic and Nyarko 1996, Benkard@®@Othompson 2001), but also about
aspects of the incentive plan that the principajhthprefer to keep hidden: the nature and
intensity of monitoring, the decision rules for ngang performance targets or imposing
sanctions, etc.. Such “adverse learning” coule gise to increasing agency costs over time.
This has not been studied theoretically or emdisica

In this paper, we study the effects of employeétgitand learning on the employer’s
profits in the presence of strong performance-basegntives. We observe branch
managers of a large Polish retail bank over a 18timperiod following the introduction of a
new incentive plan. Managers’ pay is tightly ttedperformance (the number of new loan
customers acquired), with the variable share of @agraging over 40 percent. Managers
have discretion over the loan size and interest ahich they can potentially manipulate to
earn higher bonuses each month.

Managers’ abuse of their delegated autonomy ist@ined by several features of
the plan’s design and administration, many of which bank deliberately keeps opaque.
Some loans must pass through centralized creditalenbank managers can be dismissed if
performance is “too low”, or they can be sanctiorfddan terms are too favorable. Also,

the bonus for new customer acquisitions has aliediieg” element built in, as it depends on



managers’ performance against an individual saleget that is revised monthly. Therefore,
managers must trade off high current bonuses dagaiose challenging future performance
targets. However, the bank does not share anynmafiion with the managers about how
their targets are determined.

In this context, there is therefore a twofold rfde ability and learning. On the one
hand, more able managers should be more produatigelling loans at terms favorable to
the bank, and managers’ productivity generally sthancrease over time as they learn more
about their markets, effective sales techniques, &n the other hand, managers may direct
their ability and learning toward discerning thediselosed aspects of the incentive plan’s
design and administration. This would enable themistort their effort toward actions that
are privately beneficial but costly to the bank,ilehat the same time avoiding detection,
sanctions or more difficult performance targets.

In line with the human capital literature, we maasmanagers’ ability as cognitive
ability. Usually, the literature assumes that iapbils one-dimensional (Heckman and
Rubinstein 2001). However, in popular writing as@immon speech, one finds terms that
acknowledge many distinct dimensions of cognitimtelligence, such as “book smarts”,
“street smarts” and “creativity”. This taxonomy nst simply the result of a layperson’s
imprecision in language. It corresponds closelyAuastotle’s three “excellences” of
intelligence (theoretical, practical and productiy€igner and Tigner 2000), as well as to
Sternberg’s (1985) triarchic theory of intelligeneghich encompasses analytical, practical
and creative dimensions.

In our analysis, we focus on two of these threeedisions: theoretical/analytical
(“book smarts”) and practical (“street smarts”). ratural measure for the former is
educational attainment, which we use. For thedatve introduce a measure called “plan
knowledge”, which captures how well managers urtdads aspects of the incentive plan
that the firm does not reveal. Sternberg et &0 cite evidence that, not only is practical
intelligence distinct from the type of intelligentieat produces academic achievement, the

two may even be negatively correlated. In our cpsm knowledge is positively correlated



with an advanced education, but only weakly sogesting that the two scales do indeed
measure distinct types of ability.

We have five main sets of findings. First, managpricing and loan size choices
suggest that they use their decision making autgnfumprivate benefit. Managers give
more favorable interest rates when further behedr target sales rate, and they sell smaller
loans after reaching the eligibility threshold fitre new-customer bonus. Second, this
behavior varies by ability. Managers with highdplknowledge” give lower interest rates
on average, their pricing is more sensitive tortipesition in the incentive plan, and they
more heavily emphasize small loans above the highesus threshold. These results
suggest that they better understand the dynamexcasptheir private optimization problem,
under which high performance in one month is peedliwith more-challenging future
performance targets. We find no effect of the sdadimension of ability — education — on
managers’ behavior. Our third set of findings @ns the bank’s foregone profits. We
estimate the bank’s demand function for loans amdi that lost profits due to manipulation
of loan sizes and interest rates are between thneetwelve percent of the theoretical
maximum, depending on the benchmark used. Furtires;rthe profit loss is two percentage
points greater for the managers with high plan Kedge, irrespective of the benchmark.
Our fourth set of results shows that the bank losese profits as time passes. Over the 13
months of the incentive plan, the profit loss irases by four percentage points, irrespective
of the benchmark. This suggests that manager®radvearning outpaces their productive
learning. While we document that high-plan-knowjednanagers generate higher agency
costs, we do not find conclusively that they havagher rate of adverse learning, although
our results do point in that direction. Finallyewnalyze outlets’ loan portfolio quality and
find that the rate of nonperforming loans is 0.#cpatage points higher for high-plan-
knowledge managers. We find further evidence tmgest that this difference is due to their
active management of borrower risk.

We make several contributions with these result&rst, we advance the novel
proposition that employee ability and learning niay net liabilities for the principal in

certain performance pay contexts, and we documast émpirically. In addition to



providing a valuable counterpoint to the researdledcabove, which focuses on the
principal’s positive returns to ability and leargjrour results shed light on an unresolved
puzzle in the literature — why do some employeaseggtheir incentive plans while others do
not? Nagin et al. (2002) find that a large fractaf employees under an output-contingent
pay plan does not respond opportunistically toatanns in monitoring output quality. They
find that this is partly explained by employee<lirgs about how the employer treats them.
A further, unexplored, hypothesis is that employditer in their ability to make correct
inferences about how the monitoring rate is chajgi@ur results suggest that a similar type
of cognitive ability — the ability to infer undissded information about the incentive plan —
does drive opportunistic behavior in the firm wadst, and we find that the more “able”
employees in this regard are more costly to thdban

Our second contribution is to measure the costshéobank of the employees’
behavior against the benchmark of profit maxim@aati We obtain this benchmark through
a novel empirical strategy. Since managers poemd according to where they stand in
their incentive plan, their plan status can be wedn instrument for the supply of loans to
identify the bank’s demand function. This, in tupermits us to compare the profitability of
observed and hypothetical pricing decisions. la tmly other paper we know of that
estimates agency costs (Larkin 2007), the produajuestion — enterprise software — is
highly customized and sold to heterogeneous customkia that paper, our method would
not be feasible, and the author instead relies partally subjective matching technique in
order to estimate the agency costs.

Our third contribution is the empirical setting. oM micro evidence concerning
employees’ responses to performance pay comesbftoeacollar and agricultural workers.
Ours is one of a small number of detailed analydfemcentives in white-collar, service
sector jobs, and the only one we know of for thekibey industry. One common theme in
popular analyses of the 2008 global financial srim the belief that bankers’ strong
incentives destabilized the system by rewardingtsieom profits without regard to longer-

term risk. While we can offer no insight into tegstemic impact of our bankers’ behavior,



we do find evidence consistent with a link betweeentives and loan quality, particularly
for the managers with high plan knowledge.

Finally, we should comment on the issue of optioc@itracting. Because the bank
has one uniform incentive plan for all its branchee would expect the contract to be
suboptimal with respect to certain subsets of eygdde. Furthermore, we suspect that the
contract is not the globally optimal one, as oualgsis has uncovered information that bank
executives did not have when the contract was ewittlt is not even immediately evident
what the optimal contract should look like. Firdte manager characteristic uncovered by
our analysis — “plan knowledge” — is only weaklpasated with observable measures such
as output, so any revelation mechanism is likelyogocomplex. Second, the contracting
problem could be generically framed as one of apenfectly informed principal facing
boundedly rational agents\We know of no existing theory that treats thishdem, nor do
we attempt in this paper to solve it. Rather, camtribution is to offer the first empirical
evidence of an economically important relationshgiween cognitive ability and agency
costs and, we hope, to stimulate further theoretiod empirical research on this type of
contracting problem.

The paper is organized as follows. In section 2 pvesent the institutional
background and the bank’s incentives. In sectioneBpresent a simple model of ratcheting
to motivate parts of the empirical analysis. Inteec4, we describe the data. In section 5,
we present preliminary evidence of agency problefinssections 6 and 7, we estimate the
effects of gaming on discounting and loan sizeeespely. We calculate the magnitude of
agency costs via demand estimation in section 8.sektion 9, we present evidence of
adverse learning among branch managers, and insd€t we investigate the time series of

loan portfolio quality. Section 11 concludes.

® The low-plan-knowledge managers in our study cheldonsidered boundedly rational in that they appe
not to perceive information relevant to choosingjitioptimal response to the bank’s incentive plan.



2. INSTITUTIONAL BACKGROUND
2.1. Bank Description

We study a private retail bank operating in Polafithe bank is among the twenty
largest financial institutions in the country, emyphg several thousand people and serving
loans to hundreds of thousands of customers y&arlg focus is on the sales of simple
banking products, such as deposit accounts and sor@umption loans, to mass market
customers. The bank operates through a netwoskwdral hundred outlets located in large
to mid-size towns. A typical outlet employs thteefour salespeople including the outlet
manager. The manager is responsible for meetmgutlet’s sales target and has discretion
over a small marketing budget, as well as freedoemgproving and pricing some loans.
Outlets are aggregated into five “macro-regionsiche supervised by its own manager.
Macro-region managers report directly to the salgsctor, who is the second-ranking
person in the bank.
2.2. Incentives

During our sample period, the incentive schemeasstant and uniform across
outlets. The pay of the outlet managers and satgde is tightly linked to outlet
performance. Compared to the banking industry alaid, the bank’s incentives are
relatively strong, with the variable share of masra monthly pay averaging over 40
percent.

There are two main types of loans that outletssedin- “primary” and “secondary”.
A primary loan, which is the bank’s focus at theeiof our study, is a loan sold to first-time
customers.  Typically, such customers can borrow top their monthly income
(approximately 2000 zlotyat the time of the study). Secondary loans aserwed for
repeating clients. Because we focus on sales iofapy loans, we report the detailed

incentive structure for this product orfly.

* Exact figures suppressed for confidentiality.

°One US Dollar equals approximately 3 zloty (zl) ¢a®ecember, 2008).

®There are two main concerns with omitting the sdeoyloans. One is that demand for these loanktmig
vary with outlet characteristics, varying the effetthe incentives for the primary loans. We int# detailed
controls for outlet type, region, calendar periadd their interactions to mitigate this possibilis we show
below, the outlet type appears to capture mogti@imnobservable sources of variation in performaccess



Each month, an outlet is assigned a sales tamgetldty) for primary loans. The
sales targets are set centrally, with the regioredagers having only very limited influence.
Outlet managers receive a “piece rate” bonus foh eew loan sold once the outlet’s sales
exceed 80 percent of the plan. The bonus rateases in a stepwise fashion up until 130
percent of the sales target, after which it staysstant. Figure 1 illustrates the incentive
plan. While we do not know (and neither do theleiunanagers) the exact algorithm by
which the sales targets are set, from our dataaviendw that the sales targets for primary
loans are based on (a) the outlet’s performandbarpast, (b) similar outlets’ performance

in the past and (c) headquarters’ analysis of natjagegional and local market trends.

3. A SIMPLE MODEL OF RATCHETING

Because an outlet's monthly sales target is a fomadf past performance, managers’
incentives contain an element of ratcheting. Havewunlike the other elements of the
incentive plan (sales targets, bonus rates, efue),ratcheting element is not explicitly
communicated to employees. If employees vary @irthbility to infer the presence of
ratcheting, we might expect different responsdbédank’s incentive plan.

To motivate the empirical analysis, we presentnapified and reinterpreted version of

the model in Weitzman (1980). An outlet managesdpces outputyY, with a strictly
convex cost functionC(y,). The manager earns a borlugor output above a targe€;,
ie., b(yt - qt) .

First, assume there is no ratcheting, ig.=( for all t. It is evident that the manager’s

optimal output solves:

Ci(y)=b 1)

units. The second, related, concern is that ceaaflets might be more likely to “bundle” primaapnd
secondary loans. However, bundling is almost efytiuled out in our data. Clients are not eligifdr a
secondary loan until they have repaid their primiaan, typically after a year or more. Therefarés
virtually impossible that a primary and a secondaan would be issued to the same client in theesanonth
(i.e., bonus cycle).



Now, assume that the current period’s target ihgdbank executives as a function of the

previous period’s target and production:
0 =0+t A(Y.—qy) (2)
where the nonnegative adjustment coefficidntmeasures the extent of ratcheting. “Naive”

managers are ignorant of the ratcheting and coatiousupply output according to (1).

“Sophisticated” managers view th& as independently distributed random variables with

expected valuel .

Proposition The sophisticated manager’s optimal output aheatisfies

. b
Ct(yt):—/" 3)
1+7
r

wherer is the discount rate.

Proof. See proof of Theorem 1 in Weitzman (1980), wth= 0.

Corollary: Sophisticated managers will restrict their otit@noose Iowery: ) relative

to nailve managers.
, A
Proof. Follows from (1) and (3), using the fact that>0.
r

The model formalizes the simple intuition that sspbated managers recognize the
intertemporal externality of high current performanwhile naive managers do not. We
should point out here that the model is intendely ¢m sharpen the basic intuition about
heterogeneous agents’ responses to ratcheting. ntit intended as a literal description of
the bank’s incentive plan. In particular, while therformance target is in units of aggregate
loan value, the bonus is paid per loan. We exploeeimplications of this in the empirical

analysis.

4. DATA DESCRIPTION
Our analysis draws on (a) archival sales (panetp,dé) interviews with bank

executives and managers, yielding detailed knovdedfy the production process and



incentive systems, and (c) a large-scale surveyuttét managers, yielding information on a
variety of the managers’ personal characteristidppendix A describes the interview and
survey methodologies. In this section, we disdnsdetail the archival data and the most
important data from the interviews and surveys ratnility measures.
4.1. Archival Data

Our dataset contains confidential archival data saes, loan performance and
incentives, spanning the 13 months following thak introduction of the incentive plan
described above. . The dataset encompasses alrgrioans granted by all outlets during
this time (over 500,000) and contains the followiniprmation’
4.1.1. Loan-Level Data

Table 1 presents a typical loan-level data strector each outlet.

Loan size and interest rat®ue to confidentiality concerns, the bank did release
the exact size and interest rate of each loantedds loans were aggregated into groups of
similar size and interest rate. For each group didita contain (a) the loan size category (on
a scale of one to five), and (b) the interest k@tegory (on a scale of one to five). We
worked closely with the bank’s data coders to emghat (i) the category definitions are
stable over time and (ii) the categories are eqtadi. The latter means that our loan size
and interest rate data are essentially a lineastoamation of the confidential values, and
standard linear techniques are still appropfiaté/e also observe the exact total value of
sales of all primary loans by an outlet on a palécday.

Number of loans:We observe the number of loans in each aggregateutld

corresponding to an observation in our data.

" For analyses that combine the archival and sutie¢y, we drop outlets for which (a) there is tuern the
outlet manager position or (b) there is missingwahte to survey nonresponse. In the most restrazse, we
retain 69 percent of outlets. We find no evidetacsuggest that these remaining outlets are noeseptative
of the broader sample. See Appendix A for furtfiscussion.

8 While aggregating continuous interest rate andevahriables into categories introduces measureerent,
60% percent of all observations consist of indigidoans, so the impact is not as severe as onlat iniigjally
assume.

10



Approval track: Depending on the information in the loan applicatia computer
algorithm assigns the client to one of three riakegories. For clients in the lowest risk
category, the outlet manager has full discretiomgranting the loan, and the loan can be
issued immediately (“fast loans”). For the highisk categories, the loan has to be approved
by the bank’s risk department, with a delay of o@3® days (“slow loans”). Our interviews
suggest that the risk management procedures aependent of the characteristics of the
outlet and outlet manager, and also independenthef outlet's performance. One
implication is that the delay in issuing slow loasis random variable.

The data give only the loan issue date, not tha lggroval date. However, for fast
loans the approval and issue dates almost alwapside. In much of the analysis below,
we need to know the date on which the outlet managgeroved the loan. In these cases, we
therefore restrict the data to the fast loans.

4.1.2. Outlet-Level Data

Sales targetWe observe the exact value of the sales targegdoln outlet each month.
Because we know the exact value of loans issuewdscall approval tracks), we can
compute the exact position of an outlet with regtardits sales target each day (“plan
position”).

Outlet characteristicsOutlets are attributed by the sales departmentn® @ six
categories encompassing the type of location (Imgpeket, city center, or suburban), outlet
format (stand-alone vs. kiosk) and employment. [ugerfect correlation between some of
the dimensions we observe six different “outletelyp We also observe the geographical
location of the outlet (the “macro region” refertedabove).

Loan performanceAt the end of each month, we observe the fractiomagh outlet’s
outstanding loans currently being paid back by beldnts. This measure allows us to
observe the percentage of bad loans in the oupetsfolio. We cannot, however, observe
this measure for different loan types or approxadKs.

4.2. Ability Measures
In addition to personal characteristics such as ggeder and marital status, our

survey asked for the managers’ educational attaibmeéince almost all managers have

11



university degrees, we asked whether they had gengmdegree or above (which about half
did). This question provides us with a standarésnee of managers’ ability, which in the
economics literature is routinely associated wiblgrgtive ability or intelligence (Heckman
and Rubinstein 2001).

As mentioned in the introduction, it is reasondblehink that something as complex
as cognitive ability cannot be reduced to a oneedisional scale. The notion that there are
other, distinct, dimensions dates at least to Atistand has modern proponents in the
cognitive psychology literature (Sternberg et @0@, Tigner and Tigner 2000). One
distinction that both the ancients and moderns thae/n is between theoretical/analytical
and practical intelligence, corresponding closadythe layperson’s concepts of “book
smarts” and “street smarts”. Research in psycholegggests that these two types of
cognitive ability may be uncorrelated or even nivgét correlated.

One way of viewing the distinction between theaadtanalytical and practical
intelligence is that the former is related to ssecm solving well-defined problems, while
the latter is related to success in solving proBldior which the parameters, relevant
information and solution methods are ill-definel.good illustration comes from Ceci and
Liker (1986). They asked a group of men with agldmstory of regular horse race
attendance to predict the post-time odds on a tyaoé races. This is a cognitively
demanding task, but one with no clear path to ateml. The authors found that success in
the handicapping task was unrelated to the mewes®n a standard 1Q test.

The managers in our sample are similar to the hioaselicappers in that, in order to
formulate a personally optimal response to the tsankentives, they need to make complex
inferences about a variety of questions, suchVdbere does the plan offer opportunities to
simultaneously improve my measured performanceraddce my effort? What behaviors

are likely to trigger sanctions, and what are themections likely to be? What parts of the

® Sternberg et al. (2000) cite numerous studiesrésath this conclusion.

12



customer’s loan application can | “fudge” to avaiedit controls, and how far can | carry
this? How is my performance target determiried?

Linear regression provides a natural model for Kimg about managers’ ability to
make sophisticated inferences about the incentas@ pin their study, Ceci and Liker (1986)
found, using a regression model to represent thdibappers’ decision making process, that
the experts were more likely to incorporate inteithpredictions a variable capturing
complex interactions in the horses’ historical perfance data. A basic result in linear
regression is that, for a given sample size, ptiesicrror decreases as more variables are

added to the model. More formally, E[var(y | X)] = E[var(y| x,2)], where

var(y | X) = E[{y - E[y| x]}*] (Wooldridge 2002, p. 31). Therefore, if we thiokhighly

“able” managers as those who condition on a lasgérof information (i.e., botk andz)
when thinking about the incentive plan, these marmagshould make more precise
predictions about the plan.

In our survey, we asked outlet managers to prdtiieir sales targets for the next
month. The survey took place after the 13-montiodeve analyze here, and the managers’
predictions apply to a different incentive regimmeder which they had separate targets for
four different products. We compare the four pcadns with the actual targets and define a
binary variable, “plan knowledge”, equal to on¢hié manager’s average absolute prediction
error is below the mean for all managErsAs discussed above, bank executives set monthly
sales targets by a closely guarded algorithnTherefore, managers’ ability to predict their
targets is a good proxy for their ability to recoast the bank executives’ decision-making
processes, priorities, etc., from a diffuse seindrmation. We expect plan knowledge to
measure how well the managers understand undisclasgects of the incentive plan that

might be useful in gaming it.

1 Note that this is similar to, but vastly more cdexpthan, the problem that telephone fundraiserg wrging
to solve in Nagin et al. (2002). There, the questvas whether and by how much to misreport theusutnof a
pledged donation. Fundraisers knew that theirntspgere subject to verification; the only inforrost that
was hidden was the monitoring rate.

1 We standardize the prediction errors before awegagNote that we observe the predictions onlyeonc
Because of learning, prediction error is likelycttange over time. This is not a problem as lonigasing
does not change managers’ relative prediction grmehich we assume.

21n our survey, 85 percent of outlet managers eitlisagree or strongly disagree with the stateni@ie
bank informs me about how the sales plan for myisrdonstructed.”

13



To confirm that the plan knowledge variable realbes measure how well managers
understand the incentive plan, we analyzed thest¢rgsts of our interviews with a subset of
the outlet managers. Two researchers independeritjed the interviews as (a)
demonstrating a relatively sophisticated knowledine incentive plan, (b) demonstrating a
relatively unsophisticated knowledge of the incemtplan, or (c) inconclusive. For both
raters, 11 of the 17 managers could be assignegtaiop (a) or (b), and 10 of the 11
assignments matched the plan knowledge variab&red from the managers’ prediction
errors. This correlation between the archival antdrview data is significant at the 0.01
level *®

Table 2 shows how our two ability measures — adedneducation and plan
knowledge — correlate with each other and with otixgical human capital variables such as
age and tenure. Plan knowledge is positively tated with advanced education, but only

weakly so, suggesting that it does indeed captudd#farent dimension of ability. Plan

knowledge is most strongly correlated with age.

Table 3 shows how selected measures of managedugivity — sales target, average
daily number of loans sold, average volume of losmisl and average plan position at the
end of the month — differ by ability. The averag@ues are all higher for more-able
managers by either definitidfi. However, the differences are also relatively $rmatl only
statistically significant in one case: high plamtedge managers issue significantly

smaller loans on average.

13 Even if the uncategorizable interview data wetstearily assigned to be all high- or all low plenowledge,
the correlation in the full set of 17 observatiovmuld be statistically significant.
14 We observe similar differences when controllingdatlet characteristics.

14



5. PRELIMINARY EVIDENCE OF GAMING

Industry specialists in Poland note that demand donsumption loans tends to
increase at the end of each month, driven partlgdnsumers’ bridging to the next payday
Money.pl 2005. One of the bank’s executives tad u

There usually is a fourth week effect. In somethsowe do not observe it as
clearly as in others but the demand tends to ineedate in the month. Of course
this gives [outlet] directors an opportunity to tsicheir sales. This is why we
discourage them from lowering their prices latehe month.

Our data are consistent with the presence of aHeueek effect. Figure 2 compares the
average daily value of loans sold by interest gateip in the first three weeks of the month
versus the fourth week. In each group, average daily sales are highénérfourth week

than in the first three weeks of the month (alfediénces are statistically significant). That
is, conditional on the price, loan sales are highghe fourth week, consistent with a spike

in demand.

The bank’s policy of discouraging fourth-week disots is consistent with profit-
maximizing behavior: ordinarily, we would expecotdbserve higher or at least unchanged
prices during peak demand periods. This is not#se, as illustrated in Figure 3. In all but
one loan size group (group 3), the average intenast granted in the fourth week is
significantly lower {-statistic>3, p<0.01) than in the first three weeks.

Although a simple supply and demand model predis prices will rise in periods of
peak demand, this prediction is occasionally vedag¢mpirically. Chevalier, Kashyap and
Rossi (2003) discuss and test three classes of Imdia&t predict falling prices in peak
demand periods: (a) cyclical demand elasticitié® (evel and elasticity of demand are
positively correlated), (b) countercyclical collosimodels (collusive agreements are more

likely to break down when demand rises) and (ck-leader/advertising models (firms

15 We divide each month into four “weeks”. Becausese “weeks” are of unequal duration across difere
months, the table reports statistics at the daigll. We conduct robustness checks to ensurethativision
pattern does not drive the results.
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commit through advertising to offer low prices oertain goods in order to sell other,
higher-margin, goods once consumers are in the)stddone of these models appears to be
relevant in our setting. Regarding (a), we estanthe bank’s demand function in section 8
and find no evidence that the elasticity changesdak four.

There are two reasons to think that models of {fpere not at work. First, the most
prominent evidence in favor of these models indisatefection from collusive agreements
during peak demandeasons(Borenstein and Shepard 1996). The cycle of thekls
demand is measured in weeks, not months. A cousgreement that breaks down every
fourth week for exactly one week seems a bit fahfetl. Furthermore, anecdotal evidence
from the bank is inconsistent with collusion. Brhrnmanagers report that they compete
aggressively for new clients (see below), and ihkbaexecutives were engaged in
countercyclical collusion, they would not discowatiscounting in week four.

Finally, the loss-leader advertising model (c),Mdrich Chevalier, Kashyap and Rossi
(2003) find support in grocery retailing, has adethree features that are inconsistent with
our setting: (i) advertising campaigns and pronr@loprices timed to coincide with the
demand increase (in contrast, the bank’s deman@ase lasts roughly one week, while
promotional campaigns are in effect for many weaksven months), (ii) the potential for
the retailer to “hold up” the consumer due to tatel’'s sunk travel costs (in contrast, a
customer is more likely to walk away from an overpd bank loan than from an overpriced
can of green beans) and (iii) high-margin produbtg are boughtoncurrentlywith the
“loss-leader” product (in contrast, the bank’s céenpentary products are typically sold at a
later date). Finally, if the bank were pursuindpss-leader discounting strategy in week
four, bank executives would not discourage pricealinting during this time.

Given, then, that none of the caveats to the stdrglgpply and demand model seems
to apply, Figure 2 and Figure 3 collectively sudgas agency problem at the bank. The
bank’s demand for primary loans in week four musteither (a) weakly below demand in
weeks one through three, or (b) higher. If managee pricing optimally throughout the

month, then (a) is not consistent with Figure 2céuse sales should be weakly lower in
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week four), and (b) is not consistent with Figur@o8cause prices should be higher in week

four). Below, we analyze this apparent gaming ki&man more depth.

6. LOAN PRICING
An obvious instrument that outlet managers cantasgame the incentive system is
the price (interest rate) of the loan. One mansgdrus:

When a client walks into an outlet asking for arlaand | need to sell, there’s no
way she’s going out without one. [I'll match anymgetitor's price and add
something on top.

However, our interviews also suggest that managsrsheir discounting power sparingly:

Of course we give discounts. Everybody does. tfidleis to give the discounts
when you need to sell [loans] and the customer gvant not just when the
customer wants it.

What would dissuade managers from giving the marindiscount all the time? Two
possibilities are fear of sanctions from their su@®rs and dynamic considerations.
Managers can pay a dynamic penalty from finishimg tmonth too far behind or too far
ahead of their sales targets. If an outlet manéigeshes far behind plan, she risks being
fired and incurring job search costs. In contraisishe finishes far ahead of plan, as
discussed in section 4, she risks having her gafgset significantly raised in the following
month, meaning that her expected pay, net of etfosts, will decrease. Interviews with
managers suggest that some of them are sensitihese dynamic considerations and seek
to minimize deviations from their targets. One a@ar noted:

| know at all times where | stand with regard te tbales target. If I'm behind, |
do all I can to catch up. If I'm ahead | take &sy.

Below, we investigate (a) whether managers use dstounting power to “fine-tune”
their performance against target throughout thetmdb) how responsive the interest rate is

to distance from the sales target, and (c) howetihesponses vary with managers’ ability.
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6.1. Empirical Specification

We estimate variations on the following reduced¥f@quation:
ru,t :lBO+181PDu,t+ﬁ2Ku+lB;u,t+gu,t (4)
The dependent variablg, , is the value-weighted interest rate on loans bgladutlet

(unit) u on dayt. The key independent variabl®D, ., is the “plan deviation” — how well

Y
the outlet is performing against its sales targéh@ beginning of dayy We measure this as
the difference between (a) “expected performant® Gverage daily sales rate implied by
the outlet’s sales plan) and (b) “tinhe@equired performance” (the average daily sales rate
needed to meet 100 percent of the sales targetdayty given performance up until day

1). Formally, the plan deviatiaa defined as

PDut = S-I:m — ( S-!‘-'m_ CYI”)
’ T T-t

: ()

whereT denotes the number of days in monthSTthe sales target ar@V the cumulative
value of loans sold up until dattén monthm. Positive values of plan deviatiamdicate that
the outlet is “ahead of schedule,” while negativaues signal below-expected outlet
performance. When plan deviation equals zeropthket is performing exactly at the rate
needed to meet the sales taf§efThe plan deviation measure is conceptually simdahe
one used by Chevalier and Ellison (1997). Thermutual fund manager’'s behavior is a
function of the difference between her fund’s cotresturn and the return on a value-
weighted market index (a benchmark for investorgdestations). In our approach, the
benchmark “expected performance” reflects bank mears expectations for that outlet’s
average sales rate that month. We include thersaiglan deviation in (4) to allow for a
possible nonlinearity of its effect.

The vectorK contains our two ability measures — advanced daucand plan
knowledge — and is a vector of controls, including region-quartdfects, outlet-type-

quarter effects, week of the month effects andBhek of Poland’s base interest rateWe

16 A reference value of 100 percent of the salesetarghile consistent with our interviews, is inriple
arbitrary. However, this has no bearing on therjmetation of the results, as a different refeeeralue would
merely imply a different normalization without clyaimg the scale units.

" The quarters are measured in running time, soQBa2006 and Q3 2007 have separate effects.
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also introduce interaction terms betweBD and K in some specifications. Summary

statistics are in Table 4.

We are careful to include in the vectbrcontrols for unobserved heterogeneity across
outlets. As managers’ characteristics, includingnpknowledge, are time-invariant, we
would not be able to identify our model using indual outlet fixed effects. We therefore
use fixed effects at the level of the outlet tydefined in section 4. We provide several
robustness checks to ensure that our estimatasa@dfected by unobserved heterogeneity
within an outlet type.

One potential concern in estimating (4) is that madel suffers from a subtle type of
endogeneity problem. Plan deviation measures helvmanagers stand with regard to their
sales target; it could thus be affected by priorigae discounting. If there is serial
correlation in the error terms, this could leadctwrelation between the plan deviation
variable and the error term, leading to biased fmient estimates Greene 2003, p. 266.
Using the test proposed by Wooldridge (2002, p.)282 reject the hypothesis of serial
correlation in our paneF=0.43, p>0.05).

6.2. Results

Table 5 presents results of the estimation of (4¢olumns 1 and 2 present
specifications of the restricted models without thituence of plan knowledge, with and
without outlet fixed effects. Column 3 presente gpecification with outlet type fixed
effects. The individual coefficient estimates adparrelatively little from column 2 to

column 3. We cannot reject the hypothesis of jemuality of coefficients across the two
specifications f*=8.34, p<0.01). This makes us confident that the unolese

heterogeneity at the outlet level is well captuted the outlet type. The remaining
specifications (columns 4-6) hence present estgnaféh fixed effects at the outlet type

level. The specification in column 4 adds the twaeying controls. Column 5 adds the
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ability measures, and column 6 includes their adgons with the main independent

variable, plan deviation. The following discussmmertains to column 6.

Recall that positive values of the plan deviatiosam that the outlet is performing ahead of
plan. Column 6 shows that the coefficient on tfasable is positive and highly significant,
indicating that outlets charge lower prices wheayttare “behind schedule” and higher
prices when they are ahead. This suggests thaagean might be offering suboptimal
discounts (from the bank’s perspective) to meet fexrformance targets.

The coefficients on both the advanced educatiorabl and its interaction with plan
deviation are insignificant. On the other hana toefficients on plan knowledge and its
interaction with plan deviation are significant. aivagers with high knowledge of the sales
plan give lower prices on average (column 5). Jphbsitive coefficient on the interaction
term indicates that managers with high plan knogdeohore rapidly increase prices as their
performance relative to plan improves. This issisient with the predictions of the model
in section 3 — that sophisticated agents will resstheir output in the presence of ratcheting.

One possible concern about these results is tleapldm knowledge variable may be
correlated with other fixed outlet or manager chtastics, and that these characteristics
are causing the outcomes we observe. To investidgsd possibility, we constructed an
alternate plan knowledge variable, replacing the sales plan prediction error with the
residual from an OLS regression of the predictiooreon the outlet type, location, and the
managers’ gender, age, marital status and risleygetes. None of the results in the paper

are materially affected by the change.

7. LOAN SIZE

As discussed above, in addition to the interes, ratitlet managers have discretion

over the size of the loan they offer a client. nterviews with managers indicate that
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some of them have strong preferences over loanaside especially, the timing of large
loans.

The best thing that could happen to you is onecbhgjomer very early in the
month. Such a customer can make up to 25 perdghelan in my outlet.

You don’t have to worry that there’d be no bonus. the same time, such a
customer is a nightmare if he shows up on tH&[@@y of the month].

Although loan size is partly driven by individuabresumers’ preferences, managers can
influence it in at least two ways: (a) by “cuttinigige loans into small loans (“slicing” in the
managers’ jargon) or (b) by proposing a loan bellogvclient’s borrowing capacity. Our
interviews indicate that managers do manipulate kiae as a function of their position in
the sales plan.

At the beginning of the month | always first prapdlse highest possible loan
to clients. Sometimes even more. When we [tHetjoate already over the
plan, | will never give a client what he can actyalfford.

This last quotation suggests that we can understheadmanagers’ incentives to
manipulate loan size by thinking about two extreroeperformance versus the sales plan.
At the upper extreme, beyond 130 percent of plasmagers would ideally like to sell an
infinite number of loans of siz€. This is because the bonus depends only on thetity
not the value, of loans sold. In contrast, the ag@n derives no benefit from adding to the
cumulative value of loans sold. There is no highenus rate to be attained, yet the
expected costs of ratcheting continue to increasethe other performance extreme, below
80 percent of plan, managers could never expeetitn a bonus in finite time by selling
loans of size&. We therefore expect to see loans sold when nessagye above 130
percent of plan to be smaller than those sold whanagers are below 80 percent of plan.
Furthermore, we expect this effect to be strongernfianagers with higher levels of plan
knowledge.

7.1. Empirical Specification

We estimate variations on the following equation:

PSJ,t:lBOQJ,t+ﬂlPIE,t+ﬂ2 Ig]+183%,t+gu,t' (6)

18 Although an individual can only ever take out @mninary loan, by definition, outlet managers cath st
“slice” primary loans by issuing separate loanstdtiple members of the same household.

21



The dependent variabld?S, ;, is the proportion of the number of small loansalibloans

sold in outletu on dayt. We define a loan as “small” if it belongs to avfethe first two of

the five size categori€s. PP . measures outlat's “plan position”, or percentage of sales
plan met, at the start of day G, is a vector of indicator variables for variousrpfosition
thresholds. We define four intervals: 0-50 percBAt80 percent, 80-130 percent and above
130 percent. Other than the division at 50 perderg partition reflects important thresholds
in the managers’ piece rate incentive d%n.Ku is the vector of ability measures an’t

is a vector of controls as defined in (4). We sepp the constant so that we can include all

the elements ofG,, in tests of their relative magnitudes. Some dpations include
interaction terms betwee@, ; andK.

7.2. Results

Table 6 reports the results of the estimation ¢f (Fhe specification in column 1
reports results for the restricted model. In calulhnwe add individual outlet fixed effects.
In column 3 we substitute outlet type fixed effedts individual outlet fixed effects.

Similarly to the estimation of (4), the estimategefficients in column 2 and 3 do not
statistically differ (y*> =16.2, p<0.01). Column 4 adds the time-varying contraBolumn

5 adds the advanced education and plan knowledgabies, and column 6 adds their

interactions with the plan position thresholds.

In column 5, the coefficients on the plan positthresholds are positive, significant,
and monotonically increasing. Each consecutivefficoent is statistically significantly

greater F>3.03%, p<0.05) than the former. These results indichte tmanagers steadily

19 Our results are robust to alternative classiftraiof small and large loans.

2 Interviews with managers suggest that 50 persean important psychological threshold. Our resate
robust to other partitions of plan position.

% Three pairwise tests of four coefficients wereoied. We report the smallest F-statistic of the¢h
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shift from large to small loans as they progrestheir sales plan. This pattern is consistent
with a steadily increasing marginal benefit toisgllsmall loans as plan position improves.
Finally, we turn attention to the ability measuréghere is no significant relationship
between advanced education and loan size. Inaginthere is a relationship between high
plan knowledge and loan size. Interestingly, we #® largest and most statistically
significant effect at the 130 percent thresholdboye this level, the share of small loans in
the day’s portfolio is 6.3 percentage points higfeerhigh-plan-knowledge managers. As
already noted, above this threshold, the bonusstates constant, and the marginal benefit to
selling a small loan is unambiguously greater ttia marginal benefit to selling a large
loan. Therefore, this is the threshold at whichwauld most expect to see a significant
difference between more- and less-knowledgeableageas. This is again consistent with
the prediction of the model in section 3 that meoehisticated managers will restrict their

output in the presence of ratcheting.

8. ESTIMATION OF AGENCY COSTS VIA DEMAND ESTIMATION

The results above suggest the presence of agerstg, carising from managers’
delegated authority to set prices and influence kiaes. In this section, we estimate these
costs by comparing actual profits on primary loanth the profits the bank would have
earned under two different counterfactual scenatéssribed below.

To estimate counterfactual profits, we need to kibe bank’s demand for primary
loans as a function of the interest rate. We es#nthis demand function using a novel
identification strategy. As we have shown abovahagers manipulate the price and size of
loans in response to their plan position. On angrgday, different managers in the same
region will be at different positions in their imt&vze plan and will make different decisions
about the price and average size of loans offefdn position is therefore an outlet-level
supply shifter that can be used as an instrumeiatetatify the demand curve for that region.
With the estimated parameters for the demand fonctve can compute demand under a

variety of counterfactual scenarios. With someher information about the bank’s costs
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(described below), we can estimate actual and ediagtual profits, and also compute the
price for primary loans that maximizes short-temofips.

We should note here that our demand-based estimatiagency costs encompasses
both types of gaming behavior identified above -cermanipulation and loan size
manipulation. This can be understood by considetire three elements of our estimation
strategy: (a) actual profits, (b) counterfactualfips and (c) the instrumental variables that
help to identify (b). Actual profits are computEdm the daily price-aggregate loan value
pair observed for each manager. This will refley manipulation of prices or loan sizes.
The benchmark counterfactual profits are what trenager could have earned in the
absence of gaming. These profits are computedyusi@ demand function. While the
manager’s position in the incentive plan helps asidentify the demand function’s
parameters, these parameters represemsumers’preferences, which are independent of
managers’ incentives and behavior. Thereforeddmand function provides a gaming-free
benchmark against which to compare the managetsialadehavior. The difference
between the observed and benchmark profits cantbgoreted as the agency costs of price
and loan size manipulation, provided the benchneromputed using the bank’s profit-
maximizing price, a point to which we now turn.

One benchmark for estimating agency costs is tbtpmanagers would have earned
had they chosen the price that maximizes profiteuthe short-run demand function. This
benchmark is likely to overstate the true agencsts;obecause the bank’s objectives are
more complex than simple short-term profit maxirtima Since the bank is in a period of
expansion during our study, and primary loan custsnmay buy complementary products
in the future, it is likely that the price that miamxzes long-run profits is lower than the price
that maximizes short-run profits from primary |czaies.

Information gleaned from our interviews with bardgrgonnel suggests a second, more
conservative, benchmark. As discussed above, baekutives expressly discourage price
discounting in the fourth week of the month, beeademand increases during that time.
Therefore, another benchmark is the profits thekbaould have earned in week four, had

managers maintained prices at their levels fromfitisé three weeks of the month. This
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benchmark is likely to understate the true agerasts; because our evidence suggests that
outlet managers are gaming the system througheutmibnth. Therefore, prices in weeks
one through three are likely below the profit-maizimg level.

The claim that this second benchmark is a consgevane is invalid if it is actually
optimal for branch managers to reduce prices inkwiear, despite higher demand. As
discussed above, among the models that can reednigher demand and lower prices, only
those based on cyclical demand elasticities sedye tegitimate candidates in our context.

Therefore, as long as the demand elasticity doéeshenge in week four, we argue
that our agency cost estimates based on the séemutimark are conservative.

8.1. Empirical specification

We model an outlet’s daily demand for primary loasdollows:
Yu,t :ﬁ0+181ru,t+:82ru,t*Iweek4+183X u,t+‘gu,1 (7)
where Y denotes the value of loans sold by outledbn dayt and I,  denotes the value-

weighted interest rat€. The vectorX includes controls for region (five macro-regions),
month (thirteen months), outlet type (six dimensiatefined above) and the week of the
month.

Our specification therefore assumes that the lezdemand can vary by region, time
and outlet characteristics. We also allow the slopthe demand function to change in the
last week of the month. The summary statisticotorvariables are incorporated into Table
5Table 4.

To consistently estimate (7), we need an instrunienthe price of the loan. As
discussed above, our instruments are two meastirg® ananagers’ performance against
their incentive plan — “plan positiordihd “plan deviation”.

8.2. Results
Table 7 reports OLS and first- and second-stagenatds for the instrumental

variables specification. The estimated slope efdiemand function does not statistically

22 Although loans differ in size, the price does differ statistically across the different size catges. We
therefore estimate the demand function as dailyasehfior monetary value of loans. We obtain vitual
identical results using the number of loans asit@endent variable.
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differ in week four from that in the first three ales of the monti. We hence report results

for pooled estimation.

As our focus is not on the parameters of the denfianction itself, but rather to apply the
demand function to estimate agency costs, we ds€able 7 only briefly. The Hausman

test rejects the null hypothesis of equality offtioents obtained under OLS and 2SLS
(x> =113.07, p<0.01). Additionally, the instruments are highignificant in the first-stage

regression (F=95.33). Furthermore, the IV estiomthoves the point estimate on the price

coefficient in the expected direction (we would espOLS estimates to be biased upward).
Finally, the Sargan overidentification test statiss insignificant (y*=0.13, p=0.72).

Collectively, these tests suggest that our instnimare valid and strong.

We should stress here that the demand functioreseas a tool to estimate agency
costs at the bank level; we are not interestedsiimating conduct parameters for this
industry. Still, one might wonder whether we avertooking the effects of noncompetitive
conduct in our analysis. We believe not. As noabdve, our interviews indicate that
branch managers are competing aggressively rathen tolluding with their rivals.
Furthermore, our demand function is not a marketllelemand function, but rather the
outlet's own demand function, conditional on whatever unobserigame” the outlet is
playing with its rivals. Therefore, even if comiige interactions are important in this
industry, their impact on the bank is largely entetlin the demand function we estimate.

Using our estimated demand function, our goal isdmpute profits and the profit-
maximizing price for each outlet, in order to comgaealized profits with maximum
theoretical profits. To do this, we need inforraaton marginal cost. We assume that the

bank’s marginal cost of loans is the interest i@tered on its savings deposit accounts.

% Since “week four” is an ambiguous concept in merahmore than 28 days, we did robustness checks
defining week four as the last 5, 6, 7, 8 and Sd#Hythe month. We do not find significant diffeces in the
slope estimates for any of these specifications.
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Because our loan interest rate data are disguisgdescaled by the bank, we need savings
interest rate data on the same scale. We obtéimedata through the following procedure.
The bank provided data on the timing of televisamvertisements for its primary loans,
from which we were able to trace the advertisedredt rate. We took the rate offered
during the first promotion in our sample period {@hwas in the first of the 13 months we
study) as our baseline loan interest rate. We Imedtc¢his to the interest rate offered on a
deposit account during the same time period. Wepted the savings interest rate scaled
to our data as the product of (a) the ratio ofdbposit to the loan interest rate and (b) the
lowest loan interest rate value in our disguiseth.daBecause the Bank of Poland’s base
interest rate was rising during our sample peneeldo not believe that the bank’s marginal
cost stays constant. Therefore, we allow for tlegmal cost to change proportionally to
the changes in the central bank’s base interest rat

Table 8 compares the average observed daily prtethe profit-maximizing price
(Benchmark 1; short-run demand function), firstlpdoacross all outlets, then separately for
high- and low- plan knowledge managers. The tahtwws first of all that managers price
well below the theoretical profit-maximizing levedt about 83 percent of the benchmark
value. Furthermore, the table shows that managehshigh plan knowledge give lower
prices than managers with low knowledge, both isollie terms and relative to the profit-
maximizing price.

In Table 9, we compare the bank’s actual profithwhe profits it would have earned
under each of the two counterfactual pricing beretis discussed above. Because the
profit levels have no economic meaning due to #nekls variable transformation, we report
the ratio of actual to theoretical profits onlyheTfirst row of Table 9 reports the comparison
with Benchmark 1, which assumes that managers ehthas short-run profit-maximizing

price.
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Insert Table 9 around here
The table shows that, across all outlets, the bas#s as much as 12 percent of its profits
due to managers’ pricing decisions. This proféislas greater for managers with high plan
knowledge: 13 versus 11 percent. The differendevdEn high- and low plan-knowledge
managers is significant at better than the 0.0&llev

In the second row of Table 9, we compare the agults in week four with those
the bank would have earned had managers contimugdide at the level of weeks one
through three (Benchmark 2). As discussed abdus,i$ a valid estimate of the lower
bound if demand increases at constant demandagtiasti week four, which is what we find
in our demand estimation. The table shows thabtrk loses at least three percent of its
profits due to managers’ pricing decisions. AsBenchmark 1, the lost profits are greater
for the managers with high plan knowledge: a foarcpntage point loss versus a two
percentage point loss from managers with low plaovwkedge. This difference is
significant at better than the 0.01 level.

These results are consistent with our earlier tesald suggest that managers with
high knowledge of the plan have a higher propersityndertake actions that are costly to
the bank. Both the upper and lower bound estinaitésregone profits are two percentage
points higher for the managers with higher planvidedge.

As discussed above, the agency costs estimated Benchmark 1 must be treated
with some caution. It is possible that the prisattmaximizes long-term profits is lower
than the price that maximizes short-term profit§Sherefore, high-knowledge managers
could conceivably be acting in the bank’s bestregts by offering lower prices than their
less-knowledgeable colleagues. However, the saameat does not apply to the estimate
based on Benchmark 2. Bank executives explicitbcalrage fourth-week discounting.
Therefore, to construe the observed price redustam profit-maximizing behavior would
require two rather unorthodox assumptions: (a) tih@ agents know better than the
principals what the firm’s objective function is dar{b) that the agents are behaving

altruistically.
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In sum, the evidence broadly supports the conatugiat high plan knowledge is
costly to the bank and that these costs outweigtpeasductivity benefits associated with the
type of cognitive ability that is producing the plenowledge (recall that plan knowledge is
correlated with some indicators of productivityaar data). Thus, the bank appears to be a
setting where the private marginal gains to thigetyf ability outweigh the employer’s

marginal gains.

9. ADVERSE LEARNING

As discussed above, managers’ learning may wotkandirections. On the one hand,
it may increase their productivity, as much reseavould suggest (Arrow 1962, Jovanovic
and Nyarko 1996, Benkard 2000, Thompson 2001).thHerother hand, it may give rise to
increasing agency costs if managers are mainlyilegrabout opportunities to game their
incentives. If the former dominates, we would extpe see the ratio of actual to theoretical
profits increasing over time, whereas if the latleminates, we would expect the reverse.
Note that, because our estimated demand functipns(¢he bank’s, not the industry’s,
demand and (b) is allowed to vary in its level fraronth to month, it tells us what value of
loans each unit could have sold as a function efitkerest rate, allowing for any trends in
consumer demand (the market was growing at the) tiffikerefore, the profit-maximization
benchmark is already adjusted for changes in thd&eaha Therefore, if no learning of any
kind is going on, we should expect the ratio otiatto hypothetical profits to be constant.

Figure 4 shows a plot of the average agency codefined as 1-(actual
profits/maximum profits) over time. From the pldt,is fairly clear that these costs are
increasing over time. The plot also illustrates tigher average agency costs for the high-
plan-knowledge managers already documented abd¥ewever, it is not evident from

Figure 4 whether the rate of increase differs actbs two ability types.
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Table 10 gives the results for the nonlinear Isagiares estimation of the following

specification:

AC,, =a, +a,montfft A7 P8 g PK+a, AE+a, Z+¢€,,

where AC,, is agency costs for outlet in montht, PK, indicates whether outler's

manager has high plan knowledg@E, is the advanced education indicator adg

contains controls for outlet type. Agency costs laased on the conservative benchmark.
Other than the intercept, the results for the obfeerchmark are virtually identical and so we

do not report them.

We focus the discussion on column 4 of Table 1@e foint estimates for botty;

and [, are positive and significant, indicating that therease observed in Figure 4 is
significant. Column 4 gives no conclusive evideticat high-plan-knowledge managers
have a higher rate of adverse learning. The pestitnate of3; is positive, and we would
reject the null hypothesis thg <0 (one-sided test). However, we would not rejeet th
more conservative null hypothesis that the coedfitiis zero at conventional levels. In
contrast, the point estimate for the advanced dituceoefficient, 5,, is negative. Figure 5
plots the curves corresponding to these estimatasthe coefficientsf sum to less than

one, the curves show diminishing learning effeatsraime, consistent with the general
shape of Figure 4. Figure 5 shows an increasgeney costs from the first to the thirteenth
month of the plan of 3.6 percentage points for fpan-knowledge managers and 4.8

percentage points for high-plan-knowledge managers.
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Overall, these results strongly suggest that thetscof managers’ adverse learning
outweigh the benefits of any productive learningttis occurring. There is suggestive, but
inconclusive, evidence that managers with highan gtnowledge have a higher rate of

adverse learning.

10.PORTFOLIO QUALITY

One common theme in popular analyses of the 208i&gfinancial crisis is the belief
that bankers’ strong incentives destabilized thstesy by rewarding short-term profits
without regard to longer-term risk. This suggeststher possible source of agency costs —
underperforming loans — in the bank we study. &subsed above, new loan applications
enter one of two approval tracks depending on tppliGant's credit score. Scores
indicating higher risk trigger centralized apprqvahereas outlet managers can approve
lower-risk loans on the spot. At the margin, mamragcan avoid centralized controls by
carefully shaping the information that they inputioi the bank’s credit scoring system. The
bank clearly provides no established proceduresdéong this, so we might expect this
behavior to be more widespread among the high-fanviedge managers. As we have
shown, a variety of evidence indicates that thesaagers have a more sophisticated
understanding of how the system works and how tarkvthe system”.

We analyze loan portfolio quality — the share offgening loans in an outlet’s
portfolio, measured at monthly intervals. Tablegldes some preliminary evidence. High-
plan-knowledge managers’ share of performing loals7 percentage points lower than the
corresponding figure for low-plan-knowledge manager This is consistent with the
hypothesis that high-plan-knowledge managers ane rskilled at manipulating the bank’s
systems for their own benefit. Also, it suggestat tthe bank’s lost profits from these

managers are even greater than we have estimated,athough we cannot be cert&in.

4 Since portfolio quality is a count-based measdiféerences across ability types do not necesstalyslate
directly into differences in revenue. Conceivalayalue-weighted measure of portfolio quality vebglve a
different result, but we do not have such datacaR¢hat high- and low-plan-knowledge managerseass
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While Table 11 is consistent with the hypothese thigh-plan-knowledge managers
are more likely to manipulate portfolio quality,etle are multiple factors that might affect
loan performance: (a) outlet managers’ decisiomspénk-level decisions (i.e., centralized
risk controls) and (c) random shocks (e.g., toiappt quality or borrowers’ ability to pay).

As discussed above, our interviews indicate tha¢ thank’s centralized risk
management procedures are independent of the :oiiletharacteristics, its managers’
characteristics and its current performance. Thbege outlet-level variation in portfolio
quality must be attributable either to (a) outkstdl variation in the quality of borrowers
whose applications are submitted for central apgrav (b) outlet-level variation in the
quality of borrowers whose applications bypassre¢montrols. In either case, these must
arise from outlet managers’ decisions or randomclshaather than from bank-level
decisions.

If an outlet’s portfolio quality depends only omdom shocks to borrower quality,
then, conditional on the general state of the esgnove should expect to see portfolio
quality follow a random walk. In contrast, if pfmtio quality also depends on outlet
managers’ decisions, we should expect a diffeierg-series pattern.

Managers’ incentives suggest what time period pattee should see. Obviously,
managers care little about borrower quality, sith@ebank’s bonus purely rewards customer
acquisition. Yet it is highly unlikely that the flawould allow managers to consistently sell
nonperforming loans. Therefore, we assume thatetl® a lower limit to acceptable
portfolio quality beyond which managers are sameteor fired. In the presence of random
shocks, the optimal strategy from the manager sygestive is to try to maintain some
minimum, “safe”, steady-state level of portfolioalty. Therefore, if portfolio quality
received a positive shock in the last period, tla@ager would relax lending standards in the
current period. If the previous period’s shock wagative, the opposite is true. Under such

behavior, we would observe the outlet’s portfoliaality following an autoregressive

roughly equal volumes (monetary value) of loandeaonth, but high-plan-knowledge managers issue a
greater quantity of loans.
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process where current-period quality is negativelyelated with previous-period qualfty.
Furthermore, we might expect this relationship ® dironger for high-plan-knowledge
managers, since the strategy requires a relatikigii degree of sophistication, both in
assessing borrower risk and in acting on the margih the bank’s own risk control
procedures.

10.1. Empirical specification

We estimate the following equation:

PQn=06+BPQ rité,, (8)
where PQ, . is outletu’s loan portfolio quality, measured as the promortiof good
(performing) loans in the current portfolio, at tead of monthm. Fixed effects OLS
estimation of an AR(1) process will be biased bgstrauction Nickell 1981. Therefore, we
estimate (8) using the Arellano-Bond estimator (lare@ and Bond 1991), which uses

lagged first differences as instruments to producbiased estimates gf,. Under the
hypothesis of a random wall@ will equal one. Under the hypothesis that outheihagers
are actively managing their portfolio risjg, will be negative.

10.2. Estimation results

Table 11, column 2, presents the results of thenatibn for the full sample. The
Arellano-Bond test for autocorrelation of residualsorder 2 is insignificant, which is
necessary for Arellano-Bond to produce unbiaseidhasts (Arellano and Bond 1991). For

comparison, we also report the OLS results withediked effects in column 1.

% We assume that the size and maturity distributiomew loans is stable from month to month.
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The estimate off, is negative and highly significant, consistent wahmean-reverting

process and inconsistent with a random walk. Thesellts are consistent with the
hypothesis that managers tend to sell more riskydaf their profile is sufficiently secufé.
Columns 3-4 and 5-6 present results for high awd ptan knowledge managers,

respectively. The estimate ¢ is negative and highly significant for high-planekviedge

managers while it is smaller in magnitude and siasally insignificant for low-plan-
knowledge managers. The difference in the poitimases across columns 4 and 6 is
statistically significantgg < 0.05)’

These results are consistent with our predictioBsitlet managers appear to actively
control their portfolio risk, and this behavior &aps to be confined to the managers with

high plan knowledge.

11.CONCLUSION

Theoretical and empirical research on performaraseat incentives suggests that the
optimal incentive strength depends on a tradeofiveen productivity and agency costs.
The effect of employee ability and learning on tingdeoff isa priori unclear. While both
should increase the employee’s productive outfgy tmay also be associated with more
sophisticated gaming responses. In some settithgs,increase in agency costs may
dominate the productivity impact.

We observe branch managers of a large Polish t&ak following the introduction of
a new incentive plan. We use a novel empiricatsgy to estimate the profits the bank
loses through managers’ manipulation of loan sa&s$ interest rates. We find that these
agency costs are between three and twelve perE@nofits on average. Managers’ formal
education (*book smarts”) has no impact on agenogts; but their ability to infer

undisclosed information about the incentive plastr€et smarts”) does. More-able

%0One potential caveat to this interpretation isfiilewing: Because portfolio quality is bounded aband
below, even if it is a random walk over short intds, it will be observed as a mean-reverting psecaver a
sufficiently long time period. We assume that tione horizon is shorter than that which would proglmean
reversion for mechanical reasons.

2"We find no significant difference when dividingeteample on education and so we do not report these
results.
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managers in the latter sense cost the bank an exrgercent of profits. An analysis of
portfolio quality suggests that these managers oway the bank an additional percent of
profits by selling riskier loans. Finally, agencgsts are increasing over time, suggesting
that “adverse learning” dominates productive leagni There is suggestive, but
inconclusive, evidence that higher levels of “stremarts” are associated with a higher rate
of adverse learning.

There is a long literature suggesting that abiéihd strong financial incentives are
complements. We do not attempt to dispute or avertthose results with our own. Rather,
we wish to suggest that, while this complementarigy be a pervasive phenomenon, it is
not a universal one. Our results raise the pddgiltihat there are certain environments or
production technologies for which the perverse @#fef ability and learning outweigh the
beneficial ones when strong financial incentivesiarplace. Future research might focus on
clarifying the conditions under which the net batisaff ability and learning are negative.

Another possibility is that the difference betwemm results and past work is due not
to differences in context or production technolggieut rather to the fact that our analysis
includes a dimension of ability that other work Ina$ considered. Our two ability measures
correspond closely to the concepts of theoretigdl@actical intelligence, which research in
cognitive psychology suggests are distinct capadsli The practical, or “street smarts”
dimension, is typically not addressed as a sepamistruct in economics research, but it is
in this dimension that we find great differencesutcomes.

Finally, we believe that our results point to a niave of research in the theoretical
foundations of contracts. We find that the bankngaigher profits from managers with
lower levels of cognitive ability. These manageosild be considered “boundedly rational”
in that they appear not to perceive informatiorveaht to choosing an optimal response to
the bank’s incentive plan. Future research migitnis@er the implications for optimal
contracting when the principal faces boundedlyoral agents, or an array of agents who

differ in their degree of rationality.
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FIGURE 1.
Figure 1: Graphical Representation of Primary LoanIncentive Plan*

piece rate for each loan sold

a0 130
percent of sales target met

*Y-axis values suppressed for confidentiality raaso
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Figure 2: Daily Loan Sales (Value) by Interest Rat&roup*

W weeks 1-3
2 week 4

per day value of loans

1 2 3 4 5

interest rate group

* Average daily value of sales across all outlets

Figure 3: Average Interest Rate by Loan Value Group

B week 1-3
K week 4

average interest rate

loan value group

* Average interest rate on loans across all outlets
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Table 1: Sample Structure of Loan-Level Data

Day | Interest Loan Number of Approval
Rate Size Loans Track
1 5 5 1 Fast
1 5 2 2 Fast
1 4 2 3 Slow
2 4 4 2 Slow
2 3 4 2 Slow

Table 2: Conditional Correlations — Ability Measures, Tenure and Age

High Advanced Tenure
Plan Knowledge Education (years)

High Plan Knowledge
Advanced Education 0.0507*

Tenure (years) 0.0460* 0.1267*
Age 0.2462* 0.2660* 0.2204*

*Significant at 10%; ** significant at 5%; ***ignificant at 1%.

Table 3: Performance vs. Ability

Low High Basic  Advanced

Performance Measure Plan Plan Education Education
Knowledge Knowledge

Plan Position (last day of the 0.963 0.998 0.976 0.979
month)
Sales Target 3.987 4.123 3.948 4.058
Daily Loan Sales (value) 0.181 0.185 0.179 0.183
Daily Loan Sales (quantity) 1.54 1.716** 1.691 256

Stars indicate statistically significant differermetween high and low levels of the ability measure
*Significant at 10%; ** significant at 5%; *** sigificant at 1%.
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Table 4: Summary Statistics

Mean Min Max S.D.

Dependent variables
Value-weighted daily interest rate 3.67 1 5 1.07*
Proportion of humber of small

loans to all loans 0.41 0.00 1.00 0.40
Proportion of performing (good) loans to all loans.92 0.09 1.00 .07
Agency costs 0.033 -0.74 0.71 0.11
Independent variables
Plan deviation 0.04 -7.50 4.68 0.29
Plan deviation squared 0.08 0.00 56.18 0.64
Plan Positiorx 0.5 0.58 0.00 1.00 0.49
Plan Positiorl_] (0.5,0.8] 0.24 0.00 1.00 0.43
Plan Positiorl_] (0.8,1.3] 0.16 0.00 1.00 0.36
Plan Position > 1.3 0.02 0.00 1.00 0.15
Number of loans 1.66 0 19.00 1.72
Loan size (zloty) 0.18 0.01 3.25 0.19*
Loan size (category) 3.02 1.00 5.00 1.16
Monthly sales target 4.23 0.10 11.42 1.63
Plan position 0.48 0.00 3.31 0.35
Plan Positiorl] (0.5,0.8] *High Plan Knowledge  0.18 0.00 1.00 0.38
Plan Positiorl] (0.8,1.3]*High Plan Knowledge 0.12 0.00 1.00 0.32
Plan Position > 1.3*High Plan Knowledge 0.02 0.00 1.00 0.13
Plan Positiorl] (0.5,0.8]*Advanced Education 0.17 0.00 1.00 0.38
Plan Positiorl] (0.8,1.3]*Advanced Education 0.11 0.00 1.00 0.31
Plan Position > 1.3*Advanced Education 0.02 0.00 001. 0.13
Advanced education * Plan deviation -0.03 -4.68 148 0.23
High plan knowledge * Plan deviation -0.03 -3.79 50r. 0.25
National bank of Poland interest rate 4.20 4.00 547 0.25
Personal traits
Age 26.90 23.00 33.00 2.27
Marital status 1.50 1.00 2.00 0.50
Tenure (in years) 2.82 1.00 5.00 1.26
High plan knowledge 0.53 0.00 1.00 0.44
Advanced education 0.51 0.00 1.00 0.45

* Data transformed by the bank to protect conficsity.
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Table 5: Loan Pricing as a Function of Deviation fom Sales Plan

Dependent Variable: Value-Weighted Daily IntereateR

(1) 2 3 4) ©) (6)
Plan Deviation 0.074 0.092 0.076 0.158 0.156 0.181
(2.57)* (3.07)*** (2.63)*** (5.00)*** (4.92)**= (3.60)***
Plan Deviation Squared -0.030 -0.034 -0.031 .049 -0.044 -0.046
(2.73)*** (2.66)*** (2.78)*** (4.07)*** (4.01)*** (4.58)***
High Plan Knowledge -0.028 -0.026
(2.32)** (2.10)**
Advanced Education -0.021 -0.023
(1.49) (1.63)
High Plan Knowledge*Plan Deviation 0.069
(2.01)**
Advanced Education*Plan Deviation -0.067
(1.44)
Bank of Poland Rate 1.07 1.07 1.07
(3.82)*** (3.77)*** (3.76)***
Outlet f.e. no yes no no no no
Outlet type f.e. no no yes yes yes yes
Quarter f.e. no no no yes yes yes
Region f.e. no no no yes yes yes
Outlet type f.e. * Quarter f.e. no no no yes esy yes
Region f.e. * Quarter f.e. no no no yes yes yes
Personal traits no no no yes yes yes
Observations 39609 39609 39609 30807 30807 30807
R-squared 0.004 0.01 0.01 0.09 0.09 0.1

Ordinary Least Squares estimates. “Plan Deviatiodistance from constant sales rate needed to satt target exactly. See text for details.
Robustt statistics in parentheses, constant included diutaported. * significant at 10%; ** significaat 5%; *** significant at 1%
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Table 6: Loan Size as a Function of Position in Sed Plan

Dependent Variable: Daily Proportion of Number af&l Loans to All Loans

1) 2 3 4) ®) (6)
Plan Positiorx 0.5 0.449 0.439 0.419 0.291 0.274 0.272
(103.03)*** (39.67)*** (64.30)*** (8.77)** (7.23)** (6.66)***
Plan Positiorl_] (0.5,0.8] 0.476 0.467 0.446 0.321 0.300 308.
(48.16)*** (33.15)*** (40.30)*** (9.08)*** (7.60)*** (7.50)***
Plan Positiorl_| (0.8,1.3] 0.499 0.492 0.469 0.341 0.329 339.
(33.71)*** (27.66)*** (29.91)*** (9.06)*** (7.77)%*= (7.69)***
Plan Position > 1.3 0.545 0.542 0.515 0.393 0.385 0.379
(22.34)*** (20.79)*** (20.59)*** (8.86)*** (7.62)**= (5.85)***
Plan Position -0.010 -0.009 -0.010 -0.012 0.013 -0.013
(6.98)*** (6.88)*** (6.95)*** (6.45)*** (6.17)*** (6.24)***
High Plan Knowledge 0.005 0.005
(1.61) (1.82)*
Advanced Education -0.001 -0.002
(0.14) (0.20)
Plan Positiorl_| (0.5,0.8] *High Plan Knowledge -0.008
(0.82)
Plan Positiori_| (0.8,1.3]*High Plan Knowledge -0.026
(2.01)**
Plan Position > 1.3*High Plan Knowledge 0.063
(2.15)**
Plan Positiorl_| (0.5,0.8]*Advanced Education -0.004
(0.41)
Plan Positiorl_| (0.8,1.3]*Advanced Education 0.009
(0.73)
Plan Position > 1.3*Advanced Education .04a
(0.13)
Outlet f.e. no yes no no no no
Outlet type f.e. no no yes yes yes s ye
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no yes yes yes

Quarter f.e. no no
Region f.e. no no no yes yes yes
Outlet type f.e. * Quarter f.e. no no no yes yes yes
Region f.e. * Quarter f.e. no no no yes yes yes
Personal traits no no no yes yes yes
Observations 40890 40890 40890 30925 29602 29602
R-squared 0.51 0.54 0.54 0.56 0.56 0.56

Ordinary Least Squares estimates. “Plan PositioRfaction of sales plan met at the start of the ddobust t statistics in parentheses, constant
suppressed. *significant at 10%; ** significant58b; *** significant at 1%

44



Table 7: Demand Estimation

OLS Stage 1 2SLS with Instruments
Dependent variable Daily demand Interest rate Daily demand
Interest Rate .16(54.81)*** -.86(8.02)***
Constant 2.53(25.47)** 6.97(12.45)***
Plan Position -.176(11.31)***
Plan Deviation -.075(5.28)***
Region fixed effects Yes Yes Yes
Outlet type fixed effects Yes Yes Yes
Month fixed effects Yes Yes Yes
Week fixed effects Yes Yes Yes
R-squared 0.04 0.28
F-stat 181.93*** 1388.19%** 40.78*+*

“Plan Paosition” = Fraction of sales plan metha start of the day. “Plan Deviation” = distanoeni
constant sales rate needed to meet sales targetlyexé&see text for details. Robust t statistios i
parentheses, * significant at 10%; ** significathb&b; *** significant at 1%.

Table 8: Profit-Maximizing vs. Observed Prices

All Outlets High Plan Knowledge Low Plan Knowledge
p-max p-observed p-max p-observed p-max p-observed
4.86 4.03 4.84 3.98 4.89 4.08

Profit-maximizing price = theoretical value complifeoom estimated demand parameters.

Table 9: Actual vs. Theoretical Profits (Ratio)

High Plan Low Plan
Theoretical  All Outlets Knowledge Knowledge Difference
Benchmark (Aggregate) (Per Outlet) (Per Outlet) H-ligw
1 0.88 0.87 0.89 -0.02%**
2 0.97 0.96 0.98 -0.02%**

Benchmark 1 assumes profit maximization based timated demand parameters. Benchmark 2
assumes that managers maintain loan prices in weglkhe level of weeks 1-3. *Significant at 0.01;
** gignificant at 0.05; *** significant at 0.01.
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Figure 4: Agency Costs - Time Trend
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Solid line = high plan knowledge; dashed line = jolan knowledge. Agency
costs (vertical axis) are defined as 1-(actualifsittieoretical profits), where
theoretical profits are based on the conservatireebmark (Benchmark 2).
The horizontal axis is in months since the intrditurcof the incentive plan.

Table 10: Agency Costs - Learning Effects

Dependent Variable: 1-(Actual profits/TheoreticabfiRs)

1) (2) ) (4)
Learning constantd, ) 13.44 15.07 15.02 14.82
1 (1760)*** (1703)*** (1677)*** (846.62)***
; ‘s 0.001 0.001 0.001 0.001
Learning elasticity ﬁo) (3.33)* (374 (3.73) (2.41)*
High plan knowledge 0.014 0.012
(2.04)** (1.92)*
Advanced education 0.008 0.021
(1.23) (1.34)
High plan knowledge elasticity,@l) ?1040725
Advanced education elasticitﬂz) (288)06
Outlet type f.e. No Yes Yes Yes

Non-linear least squares estimates. Constantdediunot reported. Robust t statistics in paresghe
* significant at 10%; ** significant at 5%; *** sigificant at 1%.
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Figure 5: Agency Costs over Time - Estimated Regression Curse
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Solid line = high plan knowledge; dashed line = jolan knowledge. Agency
costs (vertical axis) are defined as 1-(actualifmitfieoretical profits), where
theoretical profits are based on the conservatarebmark (Benchmark 2).
The horizontal axis is in months since the intrditurcof the incentive plan.

Table 11: Loan Portfolio Quality

Proportion of Performing Loans in the Outlet’s Raio

High Plan Low Plan Difference

Knowledge Knowledge High-Low
Mean 0.913 0.920 -0.007**
Standard Deviation 0.073 0.070 0.003*

*Significant at 0.10; ** significant at 0.05; ***ignificant at 0.01.
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Table 12: Evolution of Loan Portfolio Quality

Dependent Variable: Proportion of Performing Loamhe Outlet’s Portfolio

Full sample High Plan Knowledge Low Plan Knowledge
Arellano-Bond Arellano-Bond Arellano-Bond
Estimator: oLS GMM OLS GMM oLS GMM
(1) (2 (3 (4) 5) (6)
Lag(1l) Loan Quality -0.091 -0.063 -0.15 -0.102 -0.08 -0.049
(3.95)*** (2.30)** (4.17)*** (2.50)** (1.89)* (2.07)
Constant 1.015 -0.001 1.05 -0.001 1.00 -0.002
(46.72)*** (3.57)*** (31.24)*** (2.40)** (27.39)*** (2.75)**
Outlet f.e. Yes Yes Yes Yes Yes Yes
A-B test for autocorrelation
of residuals of order 1 -26.39*** -16.81*** -1B0***
A-B test for autocorrelation
of residuals of order 2 -0.70 -1.48 -0.58

Robust t statistics in parentheses,

* significant at 10%; ** significant at 5%; *** sigificant at 1%
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A. Data Collection Methodology

The data collection procedure comprised three phaseliminary interview
phase, survey phase, and archival data collecbata collected in phase three is
discussed in detail in section 4 of the paper. Bele briefly discuss phases one and
two.

In phase one, we conducted interviews with theetogcutive team of the bank
(CEO, Sales Director, HR Director and Risk and Aodog Director), followed by
semi-structured interviews with 17 outlet managerslifferent regions of Poland.
Most of the interviews were recorded. In casesrwhmanagers objected to being
recorded, two researchers took notes and compédrexmh immediately after the
interview. Each interview lasted from 40 minutes.t5 hours.

In phase two, we administered an online surveylltowlet managers in the
bank. Our choice of questions and measuremergsseals guided by the interviews
from phase one and by a review of existing litexatu Before administering the
survey, we pre-tested it with academics and bardcwes to ensure clarity and
unidimensionality of the measures, which led toesalrevisions of the questionnaire.
Following the TDM guidelines by Dillman (1978) weaited two follow-up letters to
all non-respondents.

Over 200 usable surveys were returned, for a respoate of over 86%.
Among non-responding outlets, 43% were due to amMamanager position rather
than non-response by the manager. We found ndfisegnt non-response bias with
regard to outlet type, outlet size, outlet perfong®e or outlet managers’ personal
traits. No significant bias in responses was foumbr did we find any significant
differences in the responses across the differavew of the survey (initial mailing,
first follow up, second follow up).

! “Usable” is according to the criteria in Dillmahq78). Only one survey was excluded for not
meeting the criteria.
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