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Abstract 

This paper investigates two critical dimensions of the credibility of empirical economics 

research: statistical power and bias. We survey 159 empirical economics literatures that 

collectively draw upon 64,076 estimates of economic parameters reported in more than 6,700 

empirical studies. Using this extensive quantitative survey of empirical economics, we calculate 

statistical power and likely bias.  We find that half of the areas of economics research assessed 

have nearly 90% of their results under-powered.  The median statistical power is 18%, or less.  A 

simple weighted average of those reported results that are adequately powered (power > 80%) 

reveals that nearly 80% of the reported effects in these empirical economics literatures are 

exaggerated; typically, by a factor of two and with one-third inflated by a factor of four or more.   
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1. INTRODUCTION 

Statisticians routinely advise examining the power function, but economists do not follow 

the advice.  – McCloskey (1985, p. 204) 

 

  

Good policy and practice is built on the foundations of reliable scientific knowledge. 

Unfortunately, there are long-held suspicions that much of what passes as evidence in 

economics, medicine or in psychology (and possibly other fields) lacks sufficient credibility 

(Leamer, 1986; Delong and Lang, 1992; Ioannidis, 2005b; Ioannidis and Doucouliagos, 2013; 

Maniadis et al., 2016).  For example, it has been difficult to independently reproduce and verify 

significant bodies of observational and experimental research (Ioannidis, 2005a; Begley and 

Ellis, 2012; Begley and Ioannidis, 2015; Duvendack et al., 2015; Nosek et al., 2015).  Moreover, 

empirical research is plagued by a range of questionable practices and even the fabrication of 

results. Consequently, some argue that science is experiencing a credibility crisis. This crisis of 

confidence in research permeates multiple scientific disciplines. While there are discipline-

specific nuances, there are also many shared experiences and distorted incentives. Just as 

declining credibility may spill over from one discipline to another, successful strategies and 

practices can benefit other disciplines.  Hence, a multidisciplinary approach may advance all 

sciences.   

Statistical power is a critical parameter in assessing the scientific value of an empirical 

study. Power’s prominence increases with policy importance.  The more pressing it is to have 

evidence-based policy, the more critical it is to have the evidence base adequately powered and 

thereby credible. By definition, adequate power means that the empirical methods and data 

should be able to detect an effect, should it be there. Low power means high rates of false 

negatives. However, as Ioannidis (2005b) has argued, low power also causes high rates of false 
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positives, where non-existent effects are seemingly detected. Aside from the prior probability 

that a given economic proposition is true (a magnitude that would likely cause endless debate 

among economists), the key parameters for assessing the validity of any given reported research 

result are: statistical power and the proportion of reported non-null results that are the artefact of 

some bias (e.g., misspecification bias and publication selection bias).   

How credible is empirical economics?  Is empirical economics adequately powered? 

Many suspect that statistical power is routinely low in empirical economics. However, to date, 

there has been no large-scale survey of statistical power widely across empirical economics. The 

main objectives of this paper are to fill this gap, investigate the implications of low power on the 

magnitude of likely bias, and to recommend changes in practice that are likely to increase power, 

reduce bias and thereby increase the credibility of empirical economics.   

For many researchers, a key consideration is whether a particular research project is 

publishable. In contrast, from a social welfare perspective, the more important consideration is 

the contribution that the research inquiry makes to science.
1
 The validity and credibility of 

empirical economics has long been questioned.  For example, Leamer (1983) famously pointed 

out that empirical economics is vulnerable to a number of biases and, as a result, produces rather 

fragile results that few economists take seriously.  DeLong and Lang (1992) found evidence of 

publication selection bias among the top economic journals.  Ziliak and McCloskey (2004) 

searched papers in the American Economic Review and found that only 8% of the empirical 

studies published in the 1990s actually consider statistical power.
2
 Doucouliagos and Stanley 

                                                
1
 We do not mean to suggest that publication is the sole or even dominant motive for the majority of researchers. 

Indeed, the quest for scientific evidence or support likely inspires the vast majority of researchers. Nevertheless, 

career concerns and misaligned incentives in the scientific reward system may cause many researchers to supply 

research findings that are more likely to be published.   
2
 This, however, was a marked increase from only 4% of papers published in the AER in the 1980s (McCloskey and 

Ziliak, 1996). McCloskey and Ziliak merely asked: “Does the paper mention the power of the tests? (Consider the 
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(2013) quantitatively surveyed 87 empirical economics areas and found evidence of widespread 

publication selection bias. Ioannidis and Doucouliagos (2013) recently reviewed and 

summarized available evidence of prevalent research practices and biases in the field and called 

into question the credibility of empirical economics, arguing that overall “the credibility of the 

economics literature is likely to be modest or even low” (p. 997). In assessing randomization of 

microcredit programs, Banerjee et al. (2015, p. 3) conclude that “statistical power still poses a 

major challenge to microcredit impact studies.” In spite of its widely recognized importance, 

there are currently no large-scale surveys of statistical power in empirical economics nor a 

careful quantification of the consequences of ignoring power.
3
  

Prior studies discuss power or bias only for leading economics journals (e.g., De Long 

and Lang, 1992 and McCloskey and Ziliak, 1996), or where a wider range of journals is 

surveyed, only bias is considered (Doucouliagos and Stanley, 2013). In order to validate the 

claims of the lack of credibility of economics and to quantify the likely magnitude of bias, it is 

necessary to investigate the broader evidence base more rigorously. Accordingly, we survey two 

dimensions of the credibility of empirical economics research: statistical power and bias. Our 

survey is based on a statistical examination of 159 meta-analyses that provide over 64,000 

estimates of key parameters (the estimated effect size and its estimated standard error) drawn 

from approximately 6,700 empirical studies. Using these data, we calculate: the proportion of 

reported findings that are adequately powered for a given area of economics research, the median 

power of that area of research, the estimate of effect that emerges when only adequately powered 

estimates are considered, and the proportion of the typical reported effect that is likely to be the 

                                                                                                                                                       
power of the test?).” They did not assess whether studies were adequately powered, but only if power was 

mentioned. 
3
 Recently in an unpublished paper, Zhang and Ortmann (2013) use a single meta-analysis to calculate the statistical 

power of dictator game experiments.  They find that the median power of these experiments is 25%, slightly higher 

than what our survey of 159 meta-analyses finds.  
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result of some type of bias or artefact. We find that economics research is generally 

underpowered and most economics research is afflicted with substantial residual bias. Half of the 

areas of economics research have 10.5% or fewer of their reported results with adequate power.
4
 

We also find that 20% or more of research literatures have no single study that is adequately 

powered. In spite of this low power, most studies still report statistically significant effects.  

While these results cast a shadow on the credibility of economics research, not all is lost. At least 

one adequately powered study is available in most economics literatures that we examined. 

Moreover, meta-analysis can synthesize the results from numerous underpowered studies, filter 

out various biases and thereby suggest better estimates of underlying empirical economic 

parameters, necessary for valid inferences. Hence, even if the credibility of economics research 

is much lower than desirable, a careful systematic review and meta-analysis may improve 

statistical inference and offer some policy guidance.   

Our second contribution is to present a new approach to correcting bias in empirical 

economics research, a Weighted Average of the Adequately Powered—WAAP. This estimator 

employs an unrestricted weighted least squares weighted average calculated only on the 

adequately powered estimates - in contrast to conventional meta-analysis that uses all available 

estimates.  We show that by using only the adequately powered studies, WAAP may give a 

credible and defensible estimate of the empirical effect in question.  Should some type of 

publication selection, reporting or small-sample bias be present in the research record, WAAP is 

quite likely to reduce it.  At the very least, the weighted average of the adequately powered 

offers a validation of corrected empirical effect estimated by other meta-regression analysis 

                                                
4
 Power is also low in other social science disciplines but often higher than economics. In industrial psychology, it 

ranges between 40% and 60% (Schmidt and Hunter, 2015), but has an average of 35% more broadly in psychology 

(Bakker et al., 2012).  In neuroscience, the median power is quite low, 21%, but still somewhat higher than what we 

find for economics (Button et al., 2013).   
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methods. An advantage of WAAP is that it makes no assumption about the shape, cause, or 

model of publication or selective reporting bias. 

The ensuing section provides a review of statistical power and bias. Our survey data are 

discussed in Section 3. Section 4 discusses our findings. The paper is concluded in Section 5.  

 

2. POWER and BIAS 

That power which erring men call Chance.  – John Milton (1631, L’Allegro). 

 

A study is adequately powered when there is a high likelihood that it will detect a 

genuine empirical effect. Low statistical power results in high Type II error. Statistical power is 

influenced by sample size, the size of the effect and the desired level of statistical significance. 

Thus, for example, studies investigating small effects with small sample sizes will, by necessity, 

suffer from low power. Ceteris paribus, the larger the effect, the easier it will be to detect. The 

larger the sample, the greater the statistical power to detect a given genuine effect.
5
  

Since Cohen (1965), adequate power in most social sciences has been conventionally 

defined as 80%. That is, the probability of a Type II error should be no larger than four times the 

probability of the conventional Type I error (.05).
6
 Like the conventional significance level, 

=.05, this convention is arbitrary and yet routinely followed across different sciences. 

Investigators in the experimental sciences are routinely required by funding bodies and journal 

                                                
5
 The average effect size among the datasets we survey (see Section 4 below), measured largely as partial 

correlations and elasticities, is only 0.17. By Cohen’s (1988) widely used benchmarks or by economic significance, 

this is a relatively small effect. Hence, ceteris paribus, it will be difficult to detect effects for the typical economic 

phenomenon.    
6
 A 20% Type II error can still be considered to be rather high (Schmidt and Hunter, 2015).  Others have argued that 

the optimal pair of type I and II errors vary according to the circumstances and aim of a study (Ioannidis et al., 

2013). 
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editors to design their experiments to achieve this conventional level of power. Conventional 

formulas for sample sizes are often based on achieving this level of power.
7
  

If we adopt the conventional 5% level of statistical significance and 80% power level, as 

well, then the ‘true effect’ will need to be 2.8 standard errors from zero to discriminate it from 

zero.  The value of 2.8 is the sum of the usual 1.96 for a significance level of 5% and 0.84 that is 

the standard normal value that makes a 20/80 percent split in its cumulative distribution.  Hence, 

for a study to have adequate power, its standard error needs to be smaller than the absolute value 

of the underlying effect divided by 2.8. We make use of this relationship to survey adequate 

power in economics. 

All that remains to calculate power are the values of the standard error and an estimate of 

‘true’ effect. Because our survey of empirical economics produced 64,076 effect size estimates 

and their associated standard errors from 159 meta-analyses (see Section 3 and Appendix A), we 

have much information from which to work.  We could calculate power using each of these 

estimates and their standard errors, but to do so would be circular and tell us little beyond the 

reported p-values.  By this circular calculation of power, if the estimate is reported to be 

statistical significant, then power will be least 50%; 80% if the reported p-value is 0.005 or less.  

But what if statistically significant estimates are preferentially reported and/or published?   

All economists know that empirical research is subject to many sources of potential bias. 

From dozens of past meta-analyses, it appears that misspecification biases are a major source of 

the excess variation routinely observed among reported economic estimates. As a result, it is 

                                                
7
 In economics, one area that should match the requirements of statistical theory is experimental economics. Here, 

the researcher has some control over sample size. Yet, it is doubtful whether sample size is determined in order to 

achieve adequate statistical power in experimental economics.  Indeed, anecdotal evidence suggests that sample size 

is driven primarily by available budget and/or the researchers’ time rather than statistical power. As mentioned 

previously, low power has been found (25%) in experiments involving the dictator game, Zhang and Ortmann 

(2013). 
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conventional practice to code for omitted-variable bias, and most economic meta-analyses do 

(Stanley and Doucouliagos, 2012; Stanley et al., 2013). All empirical estimates potentially 

contain sampling error, random misspecification biases, and various other selection biases.  In 

most fields of applied econometrics, there are nearly limitless allowed combinations of methods, 

models and data choices.  Nonetheless, only a few possible model specifications can actually be 

correct. Thus, most available variations to methods and models produce, by definition, 

misspecification biases.   

Empirical results reported in economics journals are selected from a large set of 

estimated models. Journals, through their editorial policies, engage in some selection, 

which in turn stimulates extensive model searching and prescreening by prospective 

authors. Since this process is well known to professional readers, the reported results 

are widely regarded to overstate the precision of the estimates, and probably to distort 

them as well. As a consequence, statistical analyses are either greatly discounted or 

completely ignored (Leamer and Leonard, 1983, p. 306) 

 

Since Leamer’s (1983) “Let’s take the con out of econometrics,” economists have been 

acutely aware of the high likelihood that the inadvertent selection of misspecification bias may 

overcome low statistical power to produce apparent statistically significant outcomes. When 

power is low, reported statistically significant findings are quite likely to be artefacts from 

chance and bias (Ioannidis, 2005b; Ioannidis and Trikalinos, 2007).  

If any single estimate of ‘true’ effect is questionable, how can we break the circularity of 

a power calculation that depends on some assessment of ‘true’ effect?  One way to break the 

circle is to calculate power hypothetically; that is, for a given effect deemed to be ‘practically 

significant.’  For example, if we were to agree that an elasticity greater in magnitude than 0.1 is 

of sufficient size to have practical policy implications, it would be easy to calculate the power 

needed to detect this threshold of practical significance if we already know the associated 
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standard error.  But would any such definition of ‘practical significance’ hold up to scrutiny?  If 

we are estimating the elasticity for a specific brand that has strong competition, is such a small 

price elasticity, -0.1, relevant?  Perhaps, in this case, it might be sufficient to know whether the 

elasticity is greater than or less than -1.0?  Or, what about income elasticities?  Should we 

demand as much precision in estimating an income elasticity as a price elasticity?  Without some 

widely accepted standard for practically significant effect size, this circle cannot be broken.   

Alternatively, we can escape this circle, if we estimate effect from all reported estimates 

in the research record, rather than only one.  Doing so could also greatly reduce the sampling 

error and potentially also some of the biases that are likely to be present in any individual 

empirical estimate. This is precisely the role of meta-analysis.  Meta-regression analysis is the 

statistical analysis of an entire empirical economics research literature (Stanley and Jarrell, 

1989).   It seeks to summarize and analyse the full empirical record on a given empirical 

economic question, phenomenon or effect. With a meta-analysis estimate of a given empirical 

effect, we can eliminate much of the potential bias in single estimates.  

Simple weighted or unweighted averages of all reported estimates do much to eliminate 

sampling error and random misspecification bias, because the average number of estimates per 

meta-analysis in our survey is 403 (median=191).  As long as estimation error and bias are 

random, the central limit theorem ensures that the average across all estimates in given area of 

research will provide an adequate estimate of ‘true’ effect.  Furthermore, when we can calculate 

159 such averages across as many areas of economics research,
8
 random estimation error and 

bias would be virtually eliminated.  The important exception to such desirable statistical 

                                                
8
 These 159 meta-analyses actually represent fewer areas of economic research, because a few areas of research 

have more than one meta-analyses. Nonetheless, more than one hundred distinct areas of economics research, 

distributed widely across micro-, macro-, labour, and international economics, are represented in our survey. 
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properties of meta-averages occurs if there is systematic bias.
9
  That is, if reported estimates 

contain selected systematic bias, then any average will also be biased.  Such biases in single 

estimates may also carry over their impact onto meta-analysis summary estimates.   

 

Publication and Reporting Bias 

For at least a half century, ‘publication bias’ has been widely recognized as a potential 

threat to the validity of empirical science (Sterling, 1959; Tullock, 1959; Rosenthal, 1979; Glass 

et al., 1981; Lovell, 1983; Hedges and Olkin, 1985; Begg and Berlin, 1988; De Long and Lang, 

1992; Card and Krueger, 1995; Sterling et al., 1995; Copas, 1999; Ioannidis and Trikalinos, 

2007, Stanley, 2008; Stanley and Doucouliagos, 2012; Stanley and Doucouliagos, 2014; to cite 

but a few relevant references).  Publication selection bias is the tendency by some researchers, 

referees or editors to report, selectively, statistically significant findings or those consistent with 

conventional theory (Card and Krueger, 1995).  For the purposes of this study, we consider the 

tendency to selectively report statistical significant findings in the ‘right’ direction as 

‘publication bias,’ regardless of whether the specific cause is selection in publication-review 

process, the confusion of statistical significance with scientific importance, small-samples, or p-

value hacking (Stanley and Doucouliagos, 2012).  Such selection of biases and sampling errors 

tend to increase the reported magnitude of effects, making the average notably larger than the 

‘true’ effect (Stanley, 2008; Stanley et al., 2010). Among 87 areas of economic research, 

Doucouliagos and Stanley (2013) find that the majority exhibit patterns suggestive of 

‘substantial’ or ‘severe’ publication selection bias.  Thus, we cannot rule out the possibility that a 

                                                
9
 If there is genuine heterogeneity of the effect (e.g., across different countries, industries, income levels, etc.), then 

no single summary estimate can represent an entire research literature. Conventional practice is to employ meta-

regression with numerous moderators to map out this distribution and to accommodate any systematic heterogeneity. 

However, in this study, we are interested in documenting the proportion of underpowered studies/estimates that we 

find across many areas of economics research. Hence, we focus on the mean of the distribution of effect sizes. 
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given empirical economics research record is not a selected and thereby skewed sample of 

estimated effects. 

Several statistical methods have been developed to identify and accommodate potential 

publication and related reporting biases (Ioannidis and Trikalinos, 2007; Stanley, 2005; Stanley, 

2008; Stanley et al., 2010; Stanley and Doucouliagos, 2014), and others have proposed methods 

to detect and evaluate the extent of p-value hacking (Simonsohn et al., 2014). With information 

from 159 meta-analyses, these statistical methods can be used to approximate the genuine 

empirical effect, or at the least, to filter out some of the selection bias should it be present in a 

given area of research. We acknowledge that any correction for these reporting biases is based on 

assumptions or approximations, and that the ‘true’ effect is impossible to know. To be sure that 

our approach does not contribute to bias, we use several conservative methods that can only 

reduce publication bias, on average, if it is present.   Furthermore, we use multiple meta-methods 

to ensure that our overall assessment of empirical economics is robust.  If several conservative 

approaches reveal similar general patterns of power and imputed bias across 159 meta-analyses, 

6,700 studies with over 64,000 estimates, then these revealed patterns are likely to reflect some 

genuine features of economics research.    

 

Meta-Estimates of True Effect 

To be conservative and robust, we use four alternate meta-analytical approaches to 

approximate ‘true’ effect.   First, we use a simple weighted average of all estimates in a given 

area of research, the so-called 'fixed-effect.’ The fixed-effect weighted average employs optimal 

weights, weights that are the same as those that economists use for weighted least squares (WLS) 

(Hedges and Olkin, 1985; Cooper and Hedges, 1994; Stanley and Doucouliagos, 2015). We then 
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compute adequate power by comparing the standard error of each estimate to the absolute value 

of this fixed-effect weighted average (WLS-FE) divided by 2.8. If the standard error is less than 

this threshold, we can conclude that that estimate is adequately powered to detect an effect size 

suggested by the weighted average of all estimates in this area of research. Similarly, median 

power can be calculated from the median standard error and WLS-FE.  Of course, these 

calculations are only an approximation, because the true effect remains unknown.  We simply 

ask whether the power would have been adequate had the ‘true’ effect been this weighted 

average of all estimates observed across the entire area of research in question.  We prefer the 

fixed-effect weighted average over the random-effects weighted average, because random-effects 

are widely known to be more biased than fixed-effects when there is publication selection bias, 

reporting bias or small-study effects, i.e. larger estimates in smaller studies (Poole and 

Greenland, 1999; Sutton et al. 2000; Henmi and Copas, 2010; Stanley et al., 2010; Stanley and 

Doucouliagos, 2014; Stanley and Doucouliagos, 2015).  

We consider this a very conservative approach to calculating power, because FE-WLS is 

known to be exaggerated when there is some type of reporting bias, but its bias is less than the 

unweighted average of the reported effects or the random-effects weighted average (Stanley, 

2008; Stanley and Doucouliagos, 2014).  If there is selective reporting bias, WLS-FE will tend to 

be too large and thereby give a power that is too high.  If there is no selective reporting, this 

fixed-effect weighted average is known to be unbiased and thus statistical power will be 

appropriately assessed. If anything, WLS-FE will tend, on average, to overestimate power; thus, 

this approach serves, on average, as an empirical upper bound for power.    

For the sake of robustness, we consider three additional approaches to estimating the 

underlying effect from a meta-analysis that may get closer to the “true” effect, on average. The 
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first of these is the top 10% (Top10%), which calculates the same fixed effect weighted average 

on the most precise (smallest standard errors) 10% of the reported estimates (again using inverse 

variance WLS weights). The advantage of Top10% is that the most precise estimates may be less 

vulnerable to selection for statistical significance or small-sample biases (Stanley et al., 2010). 

Our next robustness approach is to follow (Ioannidis, 2013) and use the single most precise 

estimate (Top 1). Top 1 is the single most precise estimate, not the top 1% of most precise 

estimates.  

Finally, we use the conditional corrected estimate, PET-PEESE (Precision-Effect Test 

and Precision-Effect Estimate with Standard Error), to identify the meta-average (Stanley, 2008; 

Stanley and Doucouliagos, 2014). This involves regressing the reported effect sizes on a constant 

and either the standard errors or on the standard errors squared.  These meta-regression models 

are Taylor polynomial approximations to the expected value of an incidentally truncated normal 

distribution (Stanley and Doucouliagos, 2014).  Simulations reveal that the simple meta-

regression model of reported estimated effects and their standard errors can identify and quantify 

publication selection bias (funnel-asymmetry test, FAT) and provide evidence of a genuine 

empirical effect beyond publication or reporting bias using the precision-effect test (PET) (Egger 

et al., 1997; Stanley, 2008; Stanley et al., 2010; Stanley and Doucouligos, 2014). When there is 

evidence of such a genuine empirical effect from PET, the PEESE estimate (from the meta-

regression model that uses the standard errors squared) is used as a correction for potential 

publication or reporting biases, because PEESE has been shown to have smaller bias and mean 

square error (Stanley and Doucouliagos, 2014).
10

  

                                                
10

 See Stanley and Doucouliagos (2012 and 2014) for a more detailed description and justification of this conditional 

PET-PEESE correction for publication selection or reporting bias. 
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The first three methods of calculating the overall effect size make no assumption about 

how best to model or accommodate publication bias should it be present.  They are 

‘conservative,’ in the sense that that they are likely to err on the side that over-estimates the 

statistical power of reported empirical economics results. With the exception of PET-PEESE, 

these methods are known to be biased upward in the presence of the selective reporting of 

statistically significant results (Stanley, 2008; Stanley et al., 2010; Stanley and Doucouliagos, 

2014). As discussed above, the larger the magnitude of the ‘true’ effect, the higher the power of 

each reported estimate or test to detect it.  Thus, at least three of these methods will tend to 

overestimate power, on average, with WLS-FE being the most prone to overestimation. 

 

 

3. DATA 

In order to assess power and bias in economics, we need detailed statistics over a wide range of 

economic research areas. Survey articles, systematic reviews and meta-analyses are all leading 

candidates for the requisite data. While survey articles and systematic reviews are informative, 

they rarely report sufficiently systematic quantitative information (e.g., standard errors for each 

estimate) from which power can be calculated. Hence, we rely on the existing meta-analyses of 

empirical economics. 

To be included in our survey, a meta-analysis had to report some comparable effect size 

and its standard error for each study, or other information from which we can estimate the 

standard error. We collected our data from three sources. First, we used various search engines 

(e.g., Econlit, Scopus, JSTOR, and Google Scholar), and we download meta-data that is 

available on webpages and internet sites.  Second, in several cases, we were able to extract the 

necessary data from tables or appendices in the paper that reports the meta-analysis. Third, we 
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contacted all researchers affiliated with MAER-NET (Meta-Analysis of Economics Research 

Network) or who were known to have conducted a meta-analysis in economics.  In total, we 

contacted over 200 authors of economic meta-analyses. We include both published and 

unpublished meta-analyses, as well as several that were not published in economics journals, but 

dealt with an economics-relevant topic. The inclusion criteria are that the meta-analysis covered 

some economics area of research, broadly conceived (e.g., labour, health, international, growth, 

development, or any other area that is covered by the Journal of Economic Literature 

classification codes), and had sufficient information to calculate statistical power.
11

 The survey 

was conducted from March through June 2015. 

The above search strategy resulted in 159 meta-analyses. In total, these 159 meta-

analyses include approximately 6,730 primary studies collectively reporting 64,076 empirical 

estimates.
12

 The 159 areas that make up our survey are reported in Appendix A. Of these, 18% 

relate to labour economics, 10% international economics, 23% micro-economics, 17% 

macroeconomics and finance, 27% development and growth, and 5% is other.  We oversample 

from the more recent meta-analyses, because the authors of some of older studies did not respond 

to our request for data or the data are no longer available. Receiving the data often required the 

cooperation of the authors of these meta-studies.   

                                                
11

  Thirty five (22%) of the 159 meta-analyses were unpublished at the time of the survey, while thirty two (20%) 

were published in fields other than mainstream economics (e.g., political science, management and human resource 

management). Purely theoretical areas of research, by definition, will not contain the necessary empirical 

information upon which to calculate power. 

12
 The most common effect size in these meta-analyses of economics research are elasticities, semi-elasticities, and 

partial correlations.  We do not have clear information on the exact number of studies, as opposed to estimates, for 

three of these 159 meta-analyses, because the available data did not always provide study ids. Our best estimate is 

that the number of studies is approximately 6,730. Thirty eight of the 159 meta-analyses use a single estimate from 

each included empirical study. The remaining 121 meta-analyses include multiple estimates. While some of these 

multiple estimates are statistically independent, most are not. The standard treatment of non-independent samples in 

meta-regression is through clustered adjusted standard errors or modelling the dependence through linear 

hierarchical models or panel data estimators. Within-study dependence affects estimated variances. Hence, it is not 

an issue for our survey, as we are not calculating confidence intervals nor conducting hypothesis tests.  
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4. FINDINGS  

Table 1 reports the percentage of empirical economics findings that have ‘adequate power,’ 

defined by the widely accepted convention that power is adequate if it is 80% or higher. It is 

clear that most of empirical economics is underpowered. The median proportion that is 

adequately powered is only 10.5%, using the most generous approach for estimating the ‘true’ 

effect— WLS-FE, column (1). That is, half of the areas of economics have approximately 10% or 

fewer of their estimates with adequate power.  And, this median is smaller (1.9-6.5%) if any 

other approach to estimating the ‘true’ effect is employed.     

 

Table 1 

Proportions of Empirical Economic Results with Adequate Statistical Power 

(n=159 research areas) WLS-FE 

(1) 

Top10% 

(2) 

Top1 

(3) 

PET-PEESE 

(4) 

Median Proportion  10.5% 6.5% 1.9% 5.8% 

Mean Proportion  21.9% 20.1% 22.1% 20.1% 
Notes: WLS-FE denotes weighed least squares fixed effect. Top10% is the top 10% of most precise estimates. Top1 

is the most precise estimate. PET-PEESE denotes the PET-PEESE conditional correction for publication bias. 

Perhaps more disconcerting is the proportion of economics research areas that do not 

contain a single study or estimate that has adequate power to detect the effect in question.  

Between 19.5% (WLS-FE) and 35.8% (Top 1) of the areas of empirical economics are entirely 

comprised of underpowered studies. According to both Top 10% and PET-PEESE, 29.6% of 

these 159 research areas do not have an adequately powered study, and over one-fourth are 99% 

underpowered when using WLS-FE. Nonetheless, even in areas of research without a single 

adequately powered estimate, many estimates are reported to be statistically significant—44%, 

on average, and ranging from 18% to 74%. 

Histograms of the proportion of estimates that are adequately powered in these 159 

research areas reveal how poorly powered economics is, regardless of which approach is taken 
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(see Figure 1). Taking the more conservative approach first, WLS-FE, nearly half of economics 

research areas have 10% or fewer of their estimates adequately powered (or, in other words, 

nearly 90% are underpowered), and about two-thirds have 80% of their findings underpowered.  

Correcting for potential bias using the conditional PET-PEESE approach tells roughly the same 

story. The proportion underpowered worsens using either Top10% where 55% have at least 90% 

of their estimates underpowered and 70% have at least 80% of their estimates underpowered or 

Top1 (60% and 70%, respectively).  Only 14% to 21% of economics research areas have 

adequate power for at least half of the reported estimates. 

 

 

 

 

 

 

 

 

 

 

WLS-FE PET-PEESE 
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Figure 1. Histograms of Adequately Powered Estimates in Empirical Economics 

 

 

We also calculate the median power of each of these 159 areas of economics using the 

same four approaches to estimating the underlying ‘true’ effect: WLS-FE, PET-PEESE, Top 

10%, and Top 1—see Figure 2. The median power of these 159 median powers is between 8% 

and 18%, while the mean of these medians are 29 to 32%.  As before, these median powers 

reveal that a substantial proportion of empirical economics has very low statistical power.  The 
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typical power in empirical economics is under 10% in 35% to 53% of these areas of research, 

and between 53% and 64% have median power less than 20%.   In Figure 2, we report the typical 

power found across these 64,076 estimates, 6,700 studies and 159 meta-analyses, rather than the 

proportion of them that have adequate power.  The vast majority empirical economics estimates 

have less than a 50/50 chance of identifying the phenomenon that it investigates.  In only about 

one-quarter of the areas of empirical economics surveyed does the typical estimate have a 50/50 

or better chance of finding what it seeks (WLS-FE).  This situation is reminiscent of the low 

power that also characterizes many biomedical research fields, e.g., half of the studies in 

neuroscience have average statistical power less than 21% (Button et al., 2013).  Among 14,886 

meta-analyses in the Cochrane Database of Systematic Reviews of medical research, the median 

power to detect a medium-size effect (a 30% relative risk reduction) is 13%, and 70% of these 

14,886 meta-analyses do not contain a single study with power over 50% to detect this medium-

size effect (Turner et al., 2013).   

While in many disciplines there has been mounting attention to the issue of statistical 

power (e.g., Maxwell, 2004), this has yet to develop in economics. Hence, there is little pressure 

on researchers to raise the statistical power of their research findings. On the other hand, sample 

sizes have increased, especially with the availability of panel data and large surveys. This will 

increase power, ceteris paribus.
 13

   

 

 

 

                                                
13

 We find no statistically significant differences in power between studies published in economics and non-

economics journals (e.g., management or business related journals), no difference by the journal impact factor (using 

SSCI journal impact factors), or between alternate measures of effect (e.g., between partial correlations and 

elasticities). However, we do find that microeconomics research has more power, on average, than other research 

areas and fields that run multiple tests have slightly less power than fields that run a single test. 
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Figure 2. Histograms of Median Power in Empirical Economics 
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statistical power, and for a further 11% we find a statistically non-significant increase in 

statistical power.  Interestingly, there is a statistically significant reduction in statistical power 

for 16% of these areas and a further 18% with a statistically non-significant reduction in 

statistical power.  Needless to say, these are merely descriptive time trends and thereby say 

nothing about potential causes.  

 

Finding the power to reduce bias 

However, it is typically important to have accurate estimates of the size of effects; it is 

rarely sufficient merely to know that an effect exists. – Schmidt and Hunter (2015, p. 

515). 

 

If the absence of power is at the core of publication and reporting bias, can power be its 

solution? We propose a simple WLS weighted average that uses only adequately powered 

estimates to correct or reduce reporting or selection biases should such artefacts be present.  That 

is, we calculate WLS-FE on that sub-sample of the research record that is adequately powered. 

This weighted average of the adequately powered estimator (WAAP) goes against the grain of 

conventional meta-analysis, which regards all comparable estimates as precious and combines all 

estimates so that aggregate power can be increased.
14

 But not all estimates are equally biased or 

equally informative.  WAAP provides a conservative approach to accommodating potential bias 

by using only the most informative and potentially least biased portion of the research record.  If 

there is selective reporting bias, then WAAP will also be biased in the same direction but less so 

than those summary statistics that include all the low-powered estimates.  If there are no 

selective biases in a research literature, the weighted average of the adequately powered will 

                                                
14

 Indeed, one advantage of meta-analysis is that it can provide a meaningful summary of the evidence base even if 

each individual study lacks adequate power (Schmidt and Hunter, 2015, p. 11). Against this grain, Stanley et al. 

(2010) document how it is likely to be better to “discard 90% of the data” when there is the threat of publication 

bias.   
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remain unbiased and lose only a modest amount of efficiency.
15

  The motivation for WAAP is 

that the reduction of bias will outweigh the efficiency lost through discarding low-powered 

estimates when there is publication selection or reporting bias.
16

 At a minimum, WAAP offers a 

robustness check for existing meta-regression publication bias reduction methods (e.g., PET-

PEESE).     

Recall that bias is the expected value of the difference between an estimate or estimator 

and the ‘true’ effect.  We seek to approximate this theoretical magnitude, empirically.  

Empirically, expected values are approximated by simple averages and bias by the average 

difference of many estimates from some proxy of ‘true’ effect.  Here, we use WAAP as a 

conservative benchmark for ‘true’ effect.  One might question such an empirical assessment of 

bias as a mere coincidence if it came from a single study or even from a single meta-analysis 

across some hundreds of studies.  However, a clear pattern of bias found across 6,700 studies, 

64,000 estimates and 159 areas of economics research cannot be dismissed as a mere fluke.   

As discussed above, using WAAP as the proxy for true effect provides a conservative 

assessment of bias.  WAAP will be biased in the same direction as a single estimate if there is 

selective reporting or small-sample bias, only less so, because WAAP gives less weight or no 

weight to the lower powered estimates that tend to have larger reporting bias.  Thus, the average 

difference between WAAP and all of the reported estimates will under-estimate the ‘true’ 

magnitude of these reporting or publication biases when some selected residual bias remains.  

For the lack of a better term, we call the systematic exaggeration of the average reported estimate 

                                                
15

 It is unlikely that larger sample studies will be correlated with larger bias. On the contrary, we find a clear pattern 

where larger studies report findings of a smaller magnitude; that is, one nearer to zero.  This pattern is the opposite 

side of publication, reporting or small-sample bias.  Authors of large-sample studies are under less pressure to report 

larger effects to obtain statistical significance.  
16

 Preliminary simulations confirm that WAAP does reduce bias and mean square error relative to weighted or 

unweighted averages that use the entire research record. 
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relative to WAAP, ‘research inflation,’ see Figure 3. It is well known that selection for statistical 

significance in the ‘right’ direction or for results with a sign consistent with dominant theory will 

cause the magnitude of reported effects to be exaggerated (Stanley, 2005; Ioannidis and 

Trikalinos, 2007; Stanley, 2008; Stanley et al., 2010; Doucouliagos and Stanley, 2013; Stanley 

and Doucouliagos, 2014). ‘Research inflation’ is the empirical lower bound of the magnitude of 

this exaggeration of reported results for a given area of economics research. 

 

 

 

We compare this conservative, corrected meta-average (WAAP) to the average of all 

reported results in each area of research. WAAP can be calculated in only 128 of 159 meta-

analyses, because the remaining 31 do not have a single adequately powered study.  We find that 

34% of these average effects are exaggerated by a factor of 4 or more (research inflation > 

300%) compared with WAAP, 51% are exaggerated by factor of 2 or more (research inflation > 

100%), and another 18% are inflated somewhere between 33% and 100%.  See Figure 3.  
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Figure 3: Research Inflation, relative to WAAP 



23 

 

Needless to say, revising reported effects downward by a factor two, which is needed in most of 

economics, or by four, which is required for one-third of these areas of economics research, 

would often have large practical consequences for policy and practice.  

Of the 128 areas of research where WAAP can be calculated, 17% of the effect sizes are 

revised upward.  That is, WAAP finds a ‘deflation’ of research rather than an exaggeration in 

17% of these areas of research.  However, the magnitude of deflation is typically quite small and 

of little practical consequence.  In only four areas of research is WAAP enough larger than the 

mean to have practical implications on how we might regard the empirical effect in question.  

For the effect of ownership on corporate hedging (Arnold et al., 2014), a negligible average 

correlation (-0.06) is revised to be a small one (-0.27).  Also in Arnold et al. (2014), the average 

effect of R&D expenditures on corporate hedging increases the correlation and reverses its sign, 

from -0.25 to 0.32.  However, in both of these cases, the revision is based on only one adequately 

powered estimate.  As a result, WAAP is unreliable, and its confidence interval is undefined.
17

  

For Nataraj et al. (2013), a negligible impact of government regulations on employment (partial 

correlation = 0.008) becomes small (0.14), but statistically insignificant.  Thus, for these three 

above areas where WAAP revises an effect size upward by a potentially notable magnitude, the 

revision makes no statistically significant difference.  The lone exception involves Doucouliagos 

and Paldam’s (2006) meta-analysis of the effect of foreign aid on investment.   Here, WAAP 

                                                
17

 We believe that it is unwise to calculate WAAP on a single estimate.  We do so here for nine meta-analyses in an 

effort to be as inclusive and as comprehensive as possible.  In practice, we recommend that meta-analysts calculate a 

WAAP only if there are two or more adequately powered estimates.  Otherwise, its standard error is undefined 

(df=0), and its confidence interval cannot by computed.   
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increases a small average correlation (0.13) to 0.55, which is a substantial practical and 

statistically significant, upward revision.
18

    

To better understand the practical consequences of accounting for power in economic 

research, it might be instructive to consider some specific areas. For example, of the 1,474 

reported estimates of the employment elasticity of a US minimum wage increase (Doucouliagos 

and Stanley, 2009), 96% are underpowered, and the median power is 8.5%.  The weighted 

average elasticity of the 60 adequately powered estimates is -0.0113, less than one-tenth (6.5%) 

of the reported average (-0.19) across all of these 1,474 estimates. As a second example, consider 

the 39 estimates of the value of a statistical life (Doucouliagos et al., 2012), 74% are 

underpowered. The WAAP estimate of the 10 adequately powered studies is $1.47 million 

compared to the simple average of $9.5 million across all 39. Of the 110 reported price 

elasticities of residential water demand (Dalhuisen et al., 2003), 84% are underpowered.  The 

weighted average elasticity of the 10 estimates that have adequate power is -0.1025, while the 

average across all 110 is -0.378. This means that for these three research areas, 94%, 84.5% and 

72.9%, or more, of the average reported effects are likely to be bias. 

For a second assessment of systematic residual bias in the economic research record, we 

compare the PET-PEESE correction for publication bias to the average reported effect in these 

159 meta-analyses.  One advantage of PET-PEESE is that it can be applied to all areas of 

research, regardless of statistical power or whether any single estimate is adequately powered.  

Generally, these two approaches give practically equivalent overall estimates of effect. The 

median absolute difference between them is 0.009. The exact meaning of all of the absolute 

                                                
18

 Not to dismiss this ‘exception that proves the rule,’ WAAP’s large upward revision can be traced to just three 

values all from a single study that estimates the impact of aid on investment controlling only for savings. Hence, the 

aid-investment relation is most likely mispecified in this paper. 
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differences between PET-PEESE and WAAP is somewhat mixed, because different areas of 

research use different metrics for empirical effect (e.g., partial correlations, elasticities, millions 

of dollars, etc.). In spite of these distinctions in measurement, differences between WAAP and 

PET-PEESE that we observe here are all the more remarkably small.  Eighty percent of the 

empirical estimates from these 159 meta-analyses have been converted to either elasticities or to 

correlations by the authors to maximize coverage and comparability (Stanley and Doucouliagos, 

2012).  Among elasticities, the median absolute difference is 0.009, among correlations this 

difference is 0.011, and it is 0.010 when these 103 meta-analyses of correlations and elasticities 

are mixed together.  In economics research, there is remarkable consistency between these two 

approaches to reducing or accommodating publication bias.  This, perhaps, is the most surprising 

finding in our present study.  To see this consistency more clearly, we use PET-PEESE to predict 

WAAP—Figure 4. PET-PEESE explains 97% of the variation in WAAP across all of these 

research areas, and the slope is 0.996.   

 

 
Figure 4. Scatter Diagram of the WAAP and PET-PEESE Corrected Estimates (n=128) 
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Figure 5 employs PET-PEESE to gage research inflation and to serve as a robustness 

check for the similar assessment of residual bias when WAAP is employed.   Now, 38%, rather 

than 34%, of these areas of research are exaggerated by factor of 4 or more, and both approaches 

to accommodating potential selective reporting find that exactly 51% are exaggerated by factor 

of 2 or more— see Figure 5. By either assessment, over one-third of the average results of 

economics research are exaggerated by a factor of more than fourfold, and the majority of 

reported research is at least twice too large. Such high inflation of research results has practical 

consequences to what we believe to be true about economic phenomena and policy.   
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Figure 5: Research Inflation, relative to PET-PEESE  
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PET-PEESE revises 25% of empirical economics upward.  Like WAAP, these upward 

revisions are usually quite small.  However, for four areas of research, this upward revision can 

be considered of practical consequence and thereby deserves specific attention. In three of these 

cases, the number of estimates combined in the meta-analysis is very small, n = {4, 6 and 10}.  

In two of these small meta-analyses, PET-PEESE revises a negligible average effect to be a 

small one.  In the third of these small-sample meta-analysis (Chliova et al., 2014), PET-PEESE 

revises a small positive effect of microcredit on venture survival into a small negative one.  

However, with only four observations, PET-PEESE confidence interval includes anything from 

large negative to large positive effects.  Lastly, PET-PEESE revises an average price elasticity of 

-0.80 for food consumption upward to -0.96, but it remains statistically inelastic (Green et al., 

2013).  Thus, as before, upward corrections are relatively modest compared to the typical 

reduction that PET-PEESE makes.   

What is the source of the systematic exaggeration of empirical economics? Although 

sampling error, misspecification biases, heterogeneity, and small-sample bias can make these 

two sets of estimates (the reported simple average vs a meta-average, WAAP or PET-PEESE) 

somewhat different for any given area of research, only small-sample bias, selected bias and/or 

selection bias can cause the most precise estimates to be systematically smaller than the rest.  

Our survey of 159 quantitative surveys of economics justifies the widespread concern in the 

potentially distorting effect of publication, selection or, more generally, reporting biases that may 

be more prominent in the less precise studies. 

 

 

5. CONCLUSION 
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Our survey of 159 meta-analyses of economics reveals that empirical economics research 

is often greatly underpowered.  Regardless of how ‘true’ effect is estimated, typical statistical 

power is no more than 18%, and nearly half of the areas surveyed have 90% or more of their 

reported results stemming from underpowered studies.  This survey also identifies widespread 

bias. The majority of the average effects in the empirical economics literature are exaggerated by 

a factor of at least 2 and at least one-third are exaggerated by a factor of 4 or more.   

Impotence begets bias.  Is bias an unintended consequence of a preference for statistical 

significance?  Without power, how else can statistical insignificance be overcome?  Or as Ziliak 

and McCloskey’s (2004) find, researchers may not be cognizant of statistical power. Either way, 

the outcome is the same. Empirical economics has low power and much residual bias.  However 

one chooses to view our findings, the typical economics result reported by any single study is not 

very credible, and its magnitude needs to be reduced, typically by half or more, rather than taken 

at face value.    

People respond to incentives, and economic researchers know that the incentives for 

publication and promotion are often perverse. Fostering a culture of replication is of critical 

importance to genuine scientific advancement.  Creating incentives that reward replication is an 

important necessary step to increasing credibility. Many options are available to move forward, 

as summarized by Ioannidis (2014) and Maniadis et al. (2016b). For example, sharing data and 

codes could be valued by promotion and tenure committees.  While sharing in economics is 

already occurring (e.g., as a pre-requisite for publication in many major journals, such as the 

American Economic Review and Econometrica), it is unclear whether sharing policies are fully 

enforced and how often data and codes are, in fact, shared (Alsheikh-Ali et al., 2011; Duvendack 

et al., 2015). Publishing, by itself, could be allotted zero value in the absence of replication and 
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validation. Quality and reproducibility of published work may need to be valued over simple 

quantity of publications before meaningful change would likely occur (Ioannidis and Khoury, 

2014).  Researchers could be rewarded for taking the effort to construct new datasets and to 

share them. Unwanted consequences of sharing may also need to be considered (Ioannidis, 2015; 

Maniadis et al., 2016b). Encouraging researchers to combine their data would increase sample 

size and thereby statistical power (Button et al., 2013). Combined analyses using raw, individual-

level data from all teams working in a field, perhaps as part of large collaborations, networks or 

consortia, could also help eliminate selective reporting biases. Selection and reporting biases 

could be reduced further still if all research teams were to agree upfront on how models are to be 

specified and how data are to be analysed and reported.  

Altering incentives towards increasing statistical power is important for economic 

science. Economics needs a power boost. Besides promotion committees at institutions which are 

likely to change their practices slowly, other stakeholders that may affect research (e.g., funders 

and journals). Funders could routinely request power calculations for proposed studies and 

should avoid funding underpowered studies, unless there is some specific justification for an 

underpowered study. Power calculations would need to be realistic and should consider 

systematically past studies that may inform the design of the proposed study. Systematic review 

and meta-analysis of past studies are necessary regardless. They can indicate whether a new 

study is even needed. Funders could also request investigators to specify whether the proposed 

work is exploratory or not. If not exploratory, pre-specification of the protocol, including model 

specifications and the analyses to be conducted might greatly reduce selective reporting biases 

downstream.  



30 

 

Journals could also adopt similar standards and report whether a study was exploratory or 

not, whether a systematic review of the field has been performed (if so, what it shows) and 

whether power calculations had been performed (if so, report the assumptions and upon what 

they based). Several options have been proposed on how journals can respond to enhance 

reproducible research (Nosek et al., 2015). 

We are not suggesting that underpowered studies go unpublished; such a strategy would 

put pressure on investigators to report unrealistic and inflated power estimates based on spurious 

assumptions. We merely seek greater disclosure. Study quality is multidimensional and an 

underpowered study can provide important insights.  Indeed, techniques such as meta-analysis 

can increase power by combining underpowered studies. It has been argued that it is sometimes 

preferable to have two or more studies with modest power (e.g., 50-60%) rather than just a single 

adequately powered study with greater than 80% power (Inthout et al., 2012).  However, grossly 

underpowered studies need some justification for their existence, and most currently 

underpowered studies have no such justification. From a meta-analysis perspective, examination 

of all studies (regardless of their power) might allow the meta-analyst to identify an important 

source of misspecification bias or genuine heterogeneity widely contained in the research record. 

Nevertheless, we urge authors and journals to caution readers if a study is substantially 

underpowered.  

Furthermore, careful meta-analyses are helpful in summarizing the evidence, identifying 

sources of systematic heterogeneity and perhaps even reducing biases. Our study cannot address 

how often such meta-analyses are feasible in the economics literature. The topics that we 

analysed here are those where meta-analyses have already been conducted. For some economics 

topics, there is probably only one or a few studies and for most economic hypotheses there is as 
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yet no meta-analysis available. Moreover, replication remains rare in economics (Hamermesh, 

2007; Duvendack et al., 2015). For example, Duvendack et al. (2015) survey 333 economics 

journals, finding that only 10 explicitly welcome replication studies. The lack of replication 

studies is common in many other social science fields, e.g., psychological science (Ioannidis, 

2012). The credibility of the results on topics with one study or with evidence that has not been 

systematically reviewed and meta-analyzed may vary on a case-by-case basis. However, on 

average, credibility is quite likely to increase with additional studies and meta-analyses.  

Although important, meta-analysis is not a panacea.  Its results may have only modest 

credibility, especially when they come from largely small and/or biased studies (Pereira et al., 

2011). The corrections that we proposed are not perfect. The integrity of a given area of research 

must remain in some doubt until large studies using unassailable methods and reliable data are 

conducted.  High precision does not necessarily equate with high quality or reliability of the data. 

Moreover, as we documented, even among the topics where meta-analyses have been performed, 

a sizable proportion have no studies that are adequately powered. All these factors suggest that 

the credibility of the economics literature may be even worse then what we have estimated from 

159 meta-analyses or than what was suggested recently by Ioannidis and Doucouliagos (2014). 

Proactive improvements in the design of single studies and in the setting of the wider research 

agenda to improve power, reduce opportunities for biases, and to enhance a culture of replication 

and reproducibility would help.        
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