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Are decision errors compatible with rational behavior? We develop a model in which a 

decision maker trades off using time for arriving at a risky decision and for pursuing an 

alternative activity. When decision time increases the quality of the decision, rational 

agents consider the opportunity cost of time when deciding on how much time to allocate 

on decision making. In a lab experiment, we introduce exogenous variation in the 

opportunity costs of time allocated to making risky decisions by reducing the subjects’ 

payoffs as decision time increases. Using structural estimations, we elicit preferences 

and decision errors. We find no evidence that decreasing decision time in the face of 

higher opportunity costs is irrational. Such a behavior is quite compatible with our model 

of rational decision-making. 
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I. Introduction 

The quality of many important economic decisions depends on the individual characteristics of the 

decision maker and the resources invested into the process of decision making. If investing more time 

improves decision making, the optimal allocation of time and therefore the optimal quality of the 

decision depends on the opportunity costs of time. We introduce and test a theoretical model in which a 
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decision maker (DM) rationally trades-off the costs and the quality of a decision under risk. Based on 

the revealed preferences of the decision maker, the quality of a decision is measured by the number of 

inconsistent choices in risky decisions. 

Our economic model is based on the seminal work of Becker (1965) and Minzer (1963) on how 

rational agents allocate time optimally recognizing that time has a (shadow) price determined by the 

opportunity costs related to alternative time uses. Analyzing the investment of time into the quality of 

economic decisions under risk, our work relates to behavioral studies on how time pressure induced by 

fixed decision deadlines alters behavior under risk (Kocher, Pahlke, and Trautmann 2013; Nursimulu 

and Bossaerts 2013).2 Stigler (1961) introduced the costs of  information. Our study complements the 

work of Caplin, Dean, and Martin (2011) on the effect of information search on decision making. Based 

on the idea of Simon (1955), Caplin, Dean, and Martin (2011) investigate decisions in which not all 

information is immediately available to the decision maker. Many important economic consumer 

decisions, such as choosing the right pension plan or savings contract, share this feature. Modern 

communication technologies provide easy access to all information is easily available. The evaluation 

of these information can be seen as the binding constraint in the decision making process. This might 

be especially true when risk is involved decision making, which is the concern of this paper. 

In line with the Thinking, Fast and Slow metaphor (Kahneman 2011), we indeed find evidence for a 

positive causal effect of increased time invested in the decision on the decision quality. However, our 

interpretation of a fast decision is in stark contrast to the interpretation of fast and error prone as 

irrational. Instead, the DM rationally chooses a lower decision quality by investing less time in the 

decision, which is necessary to equalize the marginal utilities of time with respect to its different uses. 

We conduct an experiment in which we exogenously vary the opportunity costs of time spent in the 

choice between two monetary lotteries. We replicate the seemingly puzzling finding of a positive 

correlation between decision errors and decision time, and show that this correlation is dominated by 

the (omitted) difficulty of the decision. Instrumenting the decision time with opportunity costs, reveals 

a strongly negative causal effect of decision time on errors. Confronted with higher opportunity costs, a 

DM reduces time invested in the lottery decision which reduces decision quality and increases the 

number of inferior lottery choices. 

The notion of irrational behavior has often lead to paternalistic policies or more recently nudges to 

improve individual decisions. This has been criticized as it assumes that some authority knows what is 

best for the individual. Our approach suggests that, despite the presence of decision errors, agents are 

indeed able to behave rationally and that public policy makers even without having full information 

about the preferences have plenty of liberal measures to improve decision quality, i.e. by reducing the 

decision complexity and information costs or increasing the decision making ability of agents. 

                                                             
2 In contrast to the experiments used in the literature on time pressure, in which a DM is forced by an exogenous time limit, our experimental 

setting investigates the effect of time pressure as an endogenous outcome of a decision maker’s trade-off between costs and quality of a 

decision. 
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In section II, we introduce our economic model. Section III describes the experiment to test the model 

and the data set. Our structural estimation results are provided in section IV. Section VI discusses 

potential extensions of our approach. We conclude in section VII. 

II. Decision under Risk and Time-dependent Opportunity Costs 

In this section, we present a model describing a rational decision maker who is faced with a risky 

decision. The decision maker trades off investing time in making a correct lottery choice against a well-

defined opportunity cost of time. The risky choice is between two lotteries ℒ = {𝐿, 𝑅} where 𝑅 

(𝐿) denotes the lottery with the higher (lower) expected utility.3 The agent decides on the optimal 

allocation of time 𝑇 on the lottery decision 𝑡𝑑 and the alternative use 𝑡𝑜. 𝑢𝑑 denotes the expected utility 

related to the lottery choice, whereas uo relates to the utility derived from the alternative use of time 

which can be interpreted as opportunity costs of the lottery decision. The opportunity costs are 

deterministic and increasing in 𝑡𝑜 (𝜕𝑢𝑜 𝜕𝑡𝑜⁄ > 0). Furthermore, opportunity costs may differ, which is 

captured by 𝛼. A higher 𝛼 is assumed to increase the marginal utility of an additional second allocated 

not to the lottery choice (𝜕2𝑢𝑜 𝜕𝑡𝑜𝜕𝛼⁄ > 0). The expected utility of the lottery decision depends on the 

two available lotteries and the probability 𝜋 of selecting the lottery with the higher expected utility (𝑅). 

The probability 𝜋 is increasing in the time invested in the decision (𝜕𝜋 𝜕𝑡𝑑⁄ > 0) and may also depend 

on the individual characteristics 𝛾 such as education, skills, and the difficulty of the lottery decision 𝛿. 

The agent maximizes 

(1)  max
𝑡𝑜,  𝑡𝑑

 𝑢𝑑(𝜋(𝑡𝑑, 𝛾, 𝛿) , ℒ) +𝑢𝑜(𝑡𝑜, 𝛼)    s. t.           𝑡𝑜 + 𝑡𝑑 = 𝑇 

The first order conditions require equality of the marginal utilities related to both time use opportunities. 

(2)  
𝜕𝑢𝑑

𝜕𝜋

𝜕𝜋

𝜕𝑡𝑑⏟  
𝑀𝑈𝑑

=
𝜕𝑢𝑜

𝜕𝑡𝑜⏟
𝑀𝑈𝑜

 

A higher probability 𝜋 increases 𝐸[𝑢𝑑] because it improves the chance of selecting the lottery with 

higher expected utility4. The LHS of equation (2) describes the positive marginal utility of time spent 

for the lottery decision. If we further assume5 𝜕2𝜋 𝜕𝑡𝑑
2⁄ < 0, we find that 𝑀𝑈𝑑 is decreasing in 𝑡𝑑. The 

RHS of equation (2) describes the marginal utility of time w.r.t. the alternative time use. 

In our experiment, we use different treatments to vary the opportunity costs related to the lottery 

decision. An increase of these costs is illustrated in Figure 1 by an upward shift of 𝑀𝑈𝑜 towards 𝑀𝑈𝑜′. 

 

                                                             
3 For the sake of a notational convenience, we assume 𝑅 ≻ 𝐿 ⟺ 𝐸[𝑢(𝑅)] > 𝐸[𝑢(𝐿)] throughout the paper. 
4 The increase of 𝐸[𝑢𝑑] is zero if the two available lotteries yield the same expected utility (𝐸[𝑢(𝑅)] = 𝐸[𝑢(𝐿)]. 
5 This assumption is intuitive. The probability 𝜋 has an upper bound of 1, leading to the intuitive assumption that 𝜋 approaches 1 with a 

decreasing rate. In our two-lottery set up we can further assume π(0, γ, δ) = 0.5, which corresponds to a random choice between the lotteries 
if no resources are invested in the lottery decision. 
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FIGURE 1. OPTIMAL TIME INVESTET IN DECISION QUALITY 

Notes: The figure presents the equilibrium condition in equation (2) based on the maximization problem (1). In the equilibrium, the optimal 

decision time is chosen so that the marginal utilities form investing a unit of time in the lottery decision and in the alternative activity (𝑀𝑈𝑑 

and 𝑀𝑈𝑜) are equalized. An increase in opportunity costs 𝛼 shifts the 𝑀𝑈𝑜 upwards to 𝑀𝑈𝑜′ and leads to lower optimal decision time. 

From this simple model, we can derive the following prediction. An increase in the opportunity costs 

reduces the optimal time invested in the lottery decision and therefore reduces the quality of the decision. 

In line with rational behavior, we expect to see more errors in the lottery decisions because investing 

more time to improve the lottery decision has to be traded off against the opportunity costs. 

III. Data Collection and Experimental Design 

 Recruitment for Lab Experiment 

112 subjects (28 in each treatment) were recruited with ORSEE (Greiner 2015) among the students 

of the University of Konstanz. The experiment was programmed in z-Tree (Fischbacher 2007) and 

conducted at Lakelab, the economics laboratory at the University of Konstanz. The experiment lasted 

about 75 minutes and participants earned €14.29 on average (maximum €88.25, minimum €5.15). The 

experiments took place between May and June 2015. Fehler! Verweisquelle konnte nicht gefunden 

werden. in Appendix Fehler! Verweisquelle konnte nicht gefunden werden. provides summary 

statistics containing socio-economic characteristics of all 112 subjects within the treatments. 

 Experimental Protocol 

The experiment consisted of four parts (Figure 1). First, the participants completed all four questions 

of the Berlin Numeracy Test in multiple choice format (Cokely et al. 2012). Second, subjects completed 

the Multiple Price List (MPL) of Holt and Laury (2002).6 

Afterwards, subjects played 180 lotteries with two states and a wide variety of probabilities.7 We use 

a random lottery design which has been used in a several prominent experiments investigating decisions 

                                                             
6 The Berlin Numeracy test and the Holt-Laury task were incentivized. The payoffs were determined at the end of the experiment (after the 

Raven’s Test) to rule out potential endowment effects in later stages of the experiment. 
7 Appendix Fehler! Verweisquelle konnte nicht gefunden werden. presents the set of lottery pairs used in the experiment to gather the 

choice data. 
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under risk (Harrison and Rutström 2008). Finally, subjects completed a smaller version of the Raven’s 

Test. 

 

FIGURE 2. SETUP OF THE EXPERIMENT 

Note: The figure presents the timeline during the experimental sessions. Parts 1,2, and 4 were similar across treatment conditions. In part 3, 

subjects in all treatments were confronted with the same set of 180 lottery choices, but with different opportunity costs related to the decision 
time. 

 Treatment-Dependent Opportunity Costs of Time 

Time pressure in the lottery task was implemented by time dependent costs in a between subject design. 

All subjects had a maximum time of 15 seconds to make a lottery choice. Subjects, not in the control 

treatment, were told that they receive the outcome from the lottery plus points from a “Time Account”. 

In each round, there were €3 on the time account and the time account yielded no negative points. 

Every second (and millisecond) subjects lost8 a treatment dependent amount from their time account (10 

cents, 30 cents, 100 cents). In addition to the 28 subjects in each of the three conditions, another 28 

subjects were assigned to the control treatment. For subjects in the no time costs treatment, the time 

dependent costs of the lottery decision were equal to zero. 

IV. Estimation Results 

 Decision Time and Opportunity Costs 

The model described in section II predicts a decrease in time invested in the lottery decision as 

opportunity costs increase. Figure 3 presents the average time spent for a lottery decision in each 

treatment. The decision time drops by more than 50% from 3.05 seconds in the treatment without 

opportunity costs to 1.3 seconds in the treatment with the highest opportunity costs. With the exception 

of the comparison between the 10 cent and 30 cent treatment, a t-test with standard errors clustered at 

the subject level reveals significant differences (𝑝 < 0.01) across the time spent for the lottery decision 

across all treatments.9 

                                                             
8 The instructions said “For every second faster than X seconds, you gain Y cents on your time account“, to avoid a loss frame.    
9 These results also maintain for alternative nonparametric tests described in the notes below Figure 3. 
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FIGURE 3. TIME INVESTED IN THE LOTTERY DECISION 

Notes: This graph plots the average time subjects spend for a lottery decision in the corresponding treatment and standard errors clustered at 

the subject level based on 20160 lottery decision from 112 subjects. Significance of pairwise comparison across treatments is calculated using 
a t-test clustered at the subject level. Similar significance levels are achieved from using a (blockwise) bootstrapped t-test clustered at the 

subject level with 1000 replications and a clustered Mann-Whitney U test. All differences across the control group and each treatment condition 

are significant at the one percent level. 
*** Significant at the 1 percent level. 

  ** Significant at the 5 percent level. 

    * Significant at the 10 percent level. 

 Structural Estimates 

We use a structural approach to test whether higher opportunity costs reduce the time invested in the 

quality of the lottery decision and therefore increase the number of lottery choices in favor of the lottery 

with lower expected utility. We elicit the risk preferences, which determine the expected utility 

associated with a lottery. Given the risk preferences, we then determine errors in the lottery choices. To 

elicit risk preferences we assume a CRRA utility function 𝑢(𝑥) = 𝑥1−𝜌 (1 − 𝜌)⁄ . Furthermore, we 

assume that errors in the lottery decision are more likely, if, ceteris paribus, the difference in the expected 

utility (∆𝐸[𝑢]) of the two available lotteries is small. A lottery decision in favor of the preferred lottery 

(𝑅) depends on  ∆𝐸[𝑢] = 𝐸[𝑢(𝑅)]− 𝐸[𝑢(𝐿)] and the realization of a random decision error 𝜀~𝑁(0,1). 

This implementation of a decision error is known as the Fechner error specification (Fechner 1860; Hey 

and Orme 1994).10 The standard normal distribution of 𝜀 ensures that large realizations of the error term 

are less likely than small ones. Whenever ∆𝐸[𝑢] + 𝜏 ⋅ 𝜀 < 0, the DM chooses the inferior lottery 𝐿 and 

deviates from the EU prediction.11 The parameter 𝜏 measures the size of the error. A higher 𝜏 corresponds 

to more expected decision errors. We estimate our structural parameters 𝜌 and 𝜏, to measure the risk 

preference and errors in the lottery decision using the data on the lottery choice between the two 

available lotteries in lottery pairs ℒ with the following equation: 

(3)  𝐶ℎ𝑜𝑖𝑐𝑒 = ∆𝐸[𝑢(𝜌; ℒ)] + 𝜏 ⋅ 𝜀,  𝑤𝑖𝑡ℎ 𝜀~𝑁(0,1). 

                                                             
10 The Fechner error specification has been used as the main specification in several previous studies using stochastic expected utility 

models, see for instance (Harrison, List, and Towe 2007; Bruhin, Fehr-Duda, and Epper 2010; Caplin, Dean, and Martin 2011). We discuss 
alternative error specifications in Appendix XXX based on stochastic expected utility models proposed in Harless and Camerer (1994) and 

Loomes and Sugden (1995). Starmer (2000) provides a comprehensive review of different error specifications.  
11 Appendix Fehler! Verweisquelle konnte nicht gefunden werden. presents a detailed derivation of our structural estimation procedure. 
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To test our theoretical predictions we allow 𝜌 and 𝜏 to depend on the treatment condition. We also 

investigate potential heterogeneity with respect to individual characteristics of subjects as well as 

estimates on the individual level. 

Table 1 presents the structural estimates on the treatment level.12 The first three columns present 

results of structural estimations without an explicit error term. We find no treatment effect on the risk 

aversion parameter 𝜌. The estimates in columns (3) to (5) correspond to a joint estimation of risk 

aversion and the decision error. We find no consistent evidence in favor a change in risk preferences as 

a result of higher opportunity costs induced time pressure. The stability of risk preferences is therefore 

a valid (implicit) assumption of our economic model in section II.13 However, we find a strong pattern 

in the magnitude of decision errors. The errors increase most in the 100cent treatment. In all three 

treatments the increase of decision errors is statistically significant. Based on the estimated coefficients 

we find evidence that the largest magnitude of decision errors occurs in the treatment with the highest 

opportunity costs. As the theoretical model predicts, lower investment (decision time) in the quality of 

the lottery decision leads to more decision errors. These errors are identified as deviations from the EU 

prediction. In column (5), we allow for heterogeneity in risk preferences and decision quality with 

respect to gender (male), age, and numeracy skills (BNT). Male subjects conduct fewer decision errors 

and are less risk averse. We find some evidence that lower numeracy skills, measure by the Berlin 

Numeracy test (BNT) are correlated with a lower decision quality. 

                                                             
12 To be precise on the meaning of our statistical tests of the results in the table, the interpretation of our t-tests in the results table is as 

follows: testing the treatment coefficients against zero, means we try to reject the hypothesis that the preference or error parameter is different 

from the value of the control group (constant). Testing the coefficient of the constant in the risk preference (𝜌) equation against zero means 
trying to reject the null hypothesis of risk neutrality or expected value as choice criteria in the control group. Whereas testing the coefficient 

of the constant in the decision error (𝜏) equation against zero, means trying to reject the hypothesis of a deterministic utility theory with no 

decision errors, such that 𝐸𝑈(𝑅) > 𝐸𝑈(𝐿) ⇒ Pr(𝐶ℎ𝑜𝑖𝑐𝑒 = 𝑅) = 1, Pr(𝐶ℎ𝑜𝑖𝑐𝑒 = 𝐿) = 0 holds. 
13 Based on stable preferences, we can interpret our model as a normative EU model, explaining how the DM should decide. Deviations 

from the normative predictions can therefore be interpreted as undesirable decision errors.  
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TABLE 1—STRUCTURAL ESTIMATES 

 Only Risk Measure  Risk & Error Measure 

 (1)  (2)  (3)  (4)  (5) 

Parameter: ρ  ρ  ρ τ  ρ τ  ρ τ 

Treatments             
100cent Treatment -0.247  -0.139  -0.073   -0.074 0.130***  -0.138 0.118***  

(3.146) 
 

(1.956) 
 

(0.125) 
  

(0.136) (0.026) 
 

(0.149) (0.028) 

30cent Treatment -0.589  -0.172  -0.164   -0.154 0.065***  -0.160 0.040**  
(7.109) 

 
(5.858) 

 
(0.137) 

  
(0.125) (0.018) 

 
(0.118) (0.019) 

10cent Treatment -0.624  -0.473  -0.181   -0.185 0.090***  -0.193* 0.051*  
(3.348) 

 
(3.930) 

 
(0.110) 

  
(0.121) (0.034) 

 
(0.108) (0.029) 

Male   -0.657        -0.162* -0.071***    
(1.065) 

       
(0.093) (0.026) 

BNT correct   -0.098        -0.040 -0.012*    
(0.194) 

       
(0.038) (0.007) 

Age (18)   0.027        0.024 -0.004    
(0.079) 

       
(0.015) (0.004) 

constant 0.233  0.429  0.201*** 0.221***  0.193*** 0.153***  0.273** 0.234***  
(0.151) 

 
(0.336) 

 
(0.064) (0.011) 

 
(0.053) (0.013) 

 
(0.111) (0.031) 

p-value for joint significance in:          
Treatments 0.997  0.999  0.331 0.000  0.354 0.000  0.241 0.000 

Log-Likelihood -13049  -13010  -11998  -11931  -11796 

Subjects 112  112  112  112  112 

Observations 20160  20160  20160  20160  20160 

Notes: The dependent variables are the Arrow-Pratt measure of relative risk aversion (ρ) assuming CRRA utility and the Fechner error (τ). 

Results in columns (1) – (2) correspond to estimations without any treatment dependent error specification. Results in columns (3) – (5) 

correspond to joint estimates of ρ and τ. Block bootstrapped standard errors clustered at the individual level and based on 1000 replications are 
reported in parentheses.14 

*** Significant at the 1 percent level. 

  ** Significant at the 5 percent level. 
    * Significant at the 10 percent level.  

The results in Table 1 provide estimates on the treatment level. To check the robustness of our results, 

we estimate the structural model for each subject individually and check whether we still identify the 

pattern of the estimates in Table 1. Figure 4 plots the individual estimates within each treatment. Visual 

inspection reveals a clear rise in the decision error as opportunity costs increase, whereas no clear trend 

is observable in the estimated risk preferences. Statistical inference on the treatment differences based 

on a nonparametric Mann-Whitney U test reveals quite similar p-values on the statistical differences 

across treatments (𝑝∆𝜌: 𝑛𝑜 𝑣𝑠.  10 = 0.140, 𝑝∆𝜌: 𝑛𝑜 𝑣𝑠.  30 = 0.334, 𝑝∆𝜌: 𝑛𝑜 𝑣𝑠.  100 = 0.973). In contrast we 

find a highly statistical significant increase in the decision error  (𝑝∆𝜏: 𝑛𝑜 𝑣𝑠.  10 = 0.003, 𝑝∆𝜏: 𝑛𝑜 𝑣𝑠.  30 =

0.003, 𝑝∆𝜏: 𝑛𝑜 𝑣𝑠.  100 = 0.000). 

                                                             
14 Moffatt (2015) and Cameron and Miller (2015) provide the technical details on the bootstrap procedure. 
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FIGURE 4. INDIVIDUAL ESTIMATES 

Notes: N=111. For one individual the maximum likelihood estimator did not converge. The 𝜌 estimate of 4 observations were smaller than -

10 and are therefore omitted. The 𝜏 estimate of one observation exceeds 1.4 and is omitted in the figure. The statistical tests are performed on 
the entire sample including the omitted outliers. Appendix Fehler! Verweisquelle konnte nicht gefunden werden. presents scatter plots 

including the outliers and details about the nonparametric test. 

 Quantitative Size of Decision Errors 

We established the existence of a treatment effect on the decision error by reporting a statistically 

significant increase in the decision error. The question remains whether this increase is economically 

significant or small enough that it can be ignored. The size of our decision error parameter 𝜏 is positive 

but nonlinearly related to the probability of choosing the inferior lottery. The following example 

illustrates the error mechanism for a representative lottery choice (∆𝐸[𝑢] = 0.11) assuming that the 

lottery 𝑅 has a higher expected utility than lottery 𝐿. Based on the structural estimates in column 4 in 

Table 1, Figure 5 illustrates the increase in the decision error as opportunity costs increase from zero 

(control group) to 100 cents. The blue curve illustrates the estimated relatively low decision error (𝜏 =

0.153) in the no time pressure control group. The yellow curve corresponds to high decision error (𝜏 =

0.153 + 0.130 = 0.283) estimate for the 100 cent treatment. Given a lottery choice with ∆𝐸[𝑢] = 0.11, 

the estimated treatment effect of the decision error of 𝜏 = 0.130 translates into an increase in the 

probability of choosing the suboptimal lottery by 11 percentage points from 24 to 35%.15 

 

                                                             
15 A random choice would generate an error probability of 50%. Therefore, all improvements in the lottery decision are bounded within the 

range between 50 to 100%. An increase by 12 percentage points therefore represents a quantitatively large effect. The decision errors in both 

treatments increase as ∆𝐸[𝑢] becomes small. ∆𝐸[𝑢] = 0.11 represents an average utility difference across lotteries. 
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FIGURE 5. EFFECT OF AN INCREASE IN THE DECISION ERROR 

Notes: This figure illustrates the effect of the estimated error (𝜏) on the probability of choosing the lottery with lower expected utility. In the 

example, lottery R is the correct choice. The parameter values in the illustrated example are ∆𝐸[𝑢] = 0.11, 𝜏𝑛𝑜 = 0.153,  𝜏ℎ𝑖𝑔ℎ = 0.283 (0.153 +

0.130). The estimated 𝜏`s are taken from estimation results in column 4 in Table 1. The low error corresponds to the control group, whereas 
the high error estimate is based on the results for the high pressure (100cent) treatment group. 

 Further Results and Alternative Specifications 

In Appendix Fehler! Verweisquelle konnte nicht gefunden werden., we discuss the influence of 

measures of cognitive ability and education. The economic model of rationality described in section II 

explicitly allows for a correlation between individual characteristics 𝛾 and the decision quality defined 

as the probability to choose the superior lottery 𝜋, which is (negatively) related to the Fechner error 𝜏 in 

the econometric specification decision errors.  We find some evidence for a positive relation between 

measures of cognitive skills and decision quality. Contrary to Dohmen et al. (2010), but in line with 

Sutter et al. (2013) and Andersson et al. (2016 forthc.), we find no evidence for a link between cognitive 

measures and risk preferences. 

In Appendix Fehler! Verweisquelle konnte nicht gefunden werden., we check the validity of our 

structural estimation and compare the risk preferences obtained from our structural estimations to the 

estimates based on the Holt-Laury task (Holt and Laury 2002). The estimates from the Holt-Laury tasks 

are correlated to the structural estimates. The Holt-Laury estimates might also serve as control for 

individual heterogeneity in risk preferences within and across treatments. 

The model described in section II assumes additive separable utility with respect to utility derived 

from the lottery decision and the alternative opportunity. The rationale of additive utility comes from 

the potential underlying trade-off between investing resources in a decision and deriving utility from 

spending these resources for other utility generating activities.16 Our estimates are however robust 

against relaxing these assumptions. In Fehler! Verweisquelle konnte nicht gefunden werden. in 

Appendix Fehler! Verweisquelle konnte nicht gefunden werden., we provide evidence that error 

                                                             
16 One could for instance think of a situation in which a decision maker has to decide on alternative insurance contracts, while investing 

more time in studying and understanding the consequences of each insurance contract has to be traded-off against spending this time for leisure 

or work. 
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pattern and the stability of risk preferences described in our main results are unchanged if we assume 

that the DM integrates the entire payoff from both time account and lottery choice into the lottery 

decision. Results are also unchanged if we assume different initial endowments suggesting that our 

results are not sensitive to different assumptions about narrow bracketing or mental accounting. 

Appendix Fehler! Verweisquelle konnte nicht gefunden werden. provides results of our estimates 

for subsamples of our lottery set. The results are quantitatively similar in each subsample, suggesting 

that potential learning effects do not interact with our main results. In Appendix Fehler! Verweisquelle 

konnte nicht gefunden werden., we fix different 𝜌 across subjects in order to investigate whether 

pattern of the decision errors still prevails. Again, we find the same pattern that errors are lowest in the 

no cost treatment. We obtain similar results when we relax the assumption of constant relative risk 

aversion and use the more flexible expo-power utility function first proposed by Saha (1993). The 

corresponding results are presented in Appendix Fehler! Verweisquelle konnte nicht gefunden 

werden.. 

V. Empirical Puzzles Related to the Investment of Time in Economic Decisions 

Two results of previous studies seem to be in stark contrast to the predictions of our economic model. 

First, subjects were found to invest more time in lottery decisions when the utility difference between 

two available lotteries is small and an improved quality of the lottery decision increases expected utility 

only slightly (Dickhaut et al. 2013; Krajbich, Oud, and Fehr 2014). Second, longer decision times were 

found to correlate with a higher incidence of decision errors. 

In this section, we show that both puzzles can be explained by our model of rational agents. Particular, 

we provide evidence that – while the correlation between decision time and quality is indeed negative – 

the causal effect of an increase in decision time on the quality of the decision is positive as predicted by 

our rational agent model. 

 Is time invested in economic decisions, when it doesn’t matter? 

Gabaix et al. (2006), Chabris et al. (2009), Dickhaut et al. (2013), and Krajbich, Oud, and Fehr (2014) 

find that more effort – as measured by decision time – is exerted when the utility difference between the 

two possible choices is small. Substituting the time constraint into the maximization problem (1), the 

agent chooses an optimal time span 𝑡𝑑
∗  for selecting a lottery: 

(4) 𝑚𝑎𝑥
 𝑡𝑑
 𝑈 ≡ 𝜋(𝑡𝑑 , 𝛾, 𝛿) ⋅ 𝐸[𝑢(𝑅)] + (1 − 𝜋(𝑡𝑑 , 𝛾, 𝛿)) ⋅ 𝐸[𝑢(𝐿)] +𝑢𝑜(1 − 𝑡𝑑 , 𝛼). 

Based on the first order condition in equation (5), a smaller utility difference ∆𝐸[𝑢] = 𝐸[𝑢(𝑅)] −

𝐸[𝑢(𝐿)] makes a decision error less costly, and requires a lower 𝑡𝑑, since 𝜕𝜋 𝜕𝑡𝑑⁄  is assumed to be positive. 

(5)  
𝜕𝑈

𝜕𝑡𝑑
= (𝐸[𝑢(𝑅)] − 𝐸[𝑢(𝐿)]) ⋅

𝜕𝜋

𝜕𝑡𝑑⏟
>0

+
𝜕𝑢𝑜

𝜕𝑡𝑑⏟
<0

=
!
0 

Moffatt (2005), Dickhaut et al. (2013), and Krajbich, Oud, and Fehr (2014) find exactly the opposite. 

Based on their finding, Krajbich, Oud, and Fehr (2014) conclude that the observed pattern in time 
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allocation cannot be explained by a (stochastic) expected utility model and suggest the drift-diffusion 

model (DDM) as a superior theoretical alternative. To investigate the discrepancy between these 

findings and our model, we proceed as follows: We first provide a short review of the DDM. Then we 

show that 𝜕𝑡𝑑
∗ 𝜕∆𝐸[𝑢] < 0⁄ , can be rationalized the help of the model introduced in section I. Finally, we 

estimate the DDM with our data and show that, contrary to Krajbich, Oud, and Fehr (2014), the DDM 

does not provide strong support for the claim that decision time correlates negatively with the utility 

difference (𝜕𝑡𝑑 𝜕∆𝐸[𝑢] < 0⁄ ).  

As-If Expected Utility Model and the Neuro-founded Drift Diffusion Model.—While expected utility 

(Neumann and Morgenstern 1944) has its roots in axiomatic theory, the drift diffusion model (DDM) 

emulates the decisions process the human brain actually relies on. Decision values are encoded by 

neurons that transmit all-or-nothing information (Krajbich, Oud, and Fehr 2014): only when the signals 

add up to a sufficiently large boundary a decision will be made. Contrary to the process oriented DDM 

that portrays the neuropsychological process, the expected utility model is usually interpreted as an as-

if model, i.e. a black box that does not describe the underlying mechanisms governing the decision 

process. 

 Ratcliff (1978) introduced the drift-diffusion model of dynamic evidence accumulation processing to 

predict both choice behavior and the distribution of decision times.17 The DDM assumes that the 

decision maker observes two types of signals indicating the value of the two available lotteries and 

continuously updates the resulting relative decision value (RDV). This process continues until a choice 

specific threshold is reached. Figure 6 presents a graphical representation of the DDM. The bold line 

shows how the RDV develops across time. The dashed line represents the drift rate (𝜇). The horizontal 

long-dashed lines represent the threshold values (B) that trigger the choice of the respective lottery. NDT 

denotes the non-decision part of time, usually interpreted as the time needed to encode the information 

stimulus and to move to response execution (Ratcliff and McKoon 2008).18 

                                                             
17 For  a recent survey on the drift-diffusion model see Ratcliff and McKoon (2008). For the description of the DDM we rely on Fehr and 

Rangel (2011) and Krajbich, Oud, and Fehr (2014) who provide short surveys on the use of the DDM in the economic literature. 
18 In our experiment, the non-decision time (NDT) could be interpreted as time subjects needed to use the computer mouse to indicate their 

lottery choice as well as the time needed to visually recognize the information provided on the computer screen. 
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FIGURE 6. THE DRIFT DIFFUSION MODEL 

Notes: … The example presented in the figure illustrates two evidence accumulation processes in which the decision maker decides for the 
superior lottery R (upper boundary). The two processes differ w.r.t. the drift or on how fast the evidence accumulation process drifts towards 

the correct lottery decision. 

The evolution of the RDV is a Brownian motion with a constant drift rate (𝜇). The Brownian motion 

represents the stochastic part of the decision, whereas the drift rate towards the preferred option is 

governed by the decision maker’s ability to discriminate between the lotteries and the quality of the 

signals (possibly related to lottery difficulty). If the thresholds are relatively small and/or the drift rate 

is low, the stochastic element of the process can dominate choice behavior and give rise to errors. In 

Figure 6 this would mean that the RDV path hits the lower boundary. 

Following Krajbich, Oud, and Fehr (2014), the difficulty of decision and therefore the drift rate is a 

decreasing in the utility difference between the two available lotteries. The RDV evolves according to: 

(6)  𝑅𝐷𝑉𝑡 = 𝑅𝐷𝑉𝑡−1 + 𝑣×∆𝐸[𝑢] + 𝜀. 

The drift rate is determined by the product 𝑣×∆𝐸[𝑢]. The stochastic element of the choice process is 

represented by 𝜀~𝑁(0, 𝜎2). 

Theoretical and Empirical Predictions of the DDM with respect to decision time.—According to 

equation (6), the drift diffusion model clearly predicts that decision time varies negatively with the 

expected utility difference. When the expected utility difference in small (μ∆𝐸𝑈), the decision time is 

longer than when the expected utility difference is large (𝜇∆𝐸𝑈̅̅ ̅̅ ̅̅ ), because it is more difficult to 

discriminate between the two lotteries.19 As a result, the evidence accumulation process is slower. The 

comparison of the two accumulation processes is illustrated in Figure 6. Similar to Moffatt (2005), 

Dickhaut et al. (2013), Krajbich, Oud, and Fehr (2014),20 we find a robust negative correlation between 

the time invested in the decision and the estimated expected utility difference (Figure 7).21 

                                                             
19 Fehr and Rangel (2011) summarize stylized facts related to the predictions of the DDM, including the prediction that difficulty as 

measured by the utility difference, is positively related to the decision time. 
20 Several studies find a robust negative correlation between the decision time and the difference in the values of choices (see e.g. (Gabaix 

et al. 2006; Chabris et al. 2009). 
21 A bivariate linear regression of decision time on ∆𝐸[𝑢] reveals a highly significant negative slope coefficient of −1.35 (𝑡 = 8.19, 𝑝 −

𝑣𝑎𝑙𝑢𝑒 < 0.001, 𝑛 = 19,906). Standard errors were clustered at the subject level. 
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FIGURE 7. EXPECTED UTILITY DIFFERENCE AND DECISION TIME 

Notes: The Scatterplot presents decision times of 19980 individual lottery decisions obtained from 111 subjects. A nonparametric regression 
line (lowess) is overlaid on top of the data. 

Based on their finding, Krajbich, Oud, and Fehr (2014) conclude that the DDM correctly predicts this 

relationship, while an (stochastic) expected utility model does not. Our results do not support this view. 

We allow the difficulty 𝛿 of a decision to codetermine the probability 𝜋(𝑡𝑑, 𝛾, 𝛿) of making a correct 

decision. In line with the reasoning of the DDM, we set 𝛿 = ∆𝐸[𝑢] and assume 𝜕𝜋 𝜕(∆𝐸[𝑢])⁄ > 0. 

Reformulating the first-order condition from equation (5) gives 

(7)  
𝜕𝑈

𝜕𝑡𝑑
= ∆𝐸[𝑢]⏟  
𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒
𝑒𝑓𝑓𝑒𝑐𝑡

⋅
𝜕𝜋(𝒕𝒅,𝜸,∆𝑬𝑼)

𝜕𝑡𝑑⏟      
𝑑𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦
𝑒𝑓𝑓𝑒𝑐𝑡

+
𝜕𝑢𝑜

𝜕𝑡𝑑⏟
<0

=
!
0. 

Equation (7) illustrates the trade-off between responding to a higher difficulty and a lower importance 

of the decision. A lower importance, denoted by a lower ∆𝐸[𝑢], enters the first factor of the product in 

equation (7) and decreases (c.p.) the optimal time invested in the decision (𝑡𝑑
∗) because 𝜋 is assumed to 

be an increasing and concave (𝜕2𝜋 𝜕𝑡𝑑
2⁄ < 0) function in 𝑡𝑑. But, a lower ∆𝐸[𝑢] also increases the 

difficulty to identify the superior lottery. Assuming that a lower ∆𝐸[𝑢] will not only decrease the 

probability to choose the superior lottery at any given decision time (𝜕𝜋 𝜕∆𝐸[𝑢]⁄ > 0), but also decreases 

the marginal utility from spending an additional unit of time in the lottery decision 

(𝜕2𝜋(𝑡𝑑 , 𝛾, ∆𝐸𝑈) (𝜕𝑡𝑑𝜕(∆𝐸𝑈)) ⁄ < 0), the difficulty effect will lead to more time invested in the lottery 

choice and thereby counteracts the importance effect. Signing 𝜕𝑡𝑑
∗ 𝜕∆𝐸𝑈⁄  is therefore an empirical 

question. In contrast to the interpretation of Krajbich, Oud, and Fehr (2014), our results suggest that a 

negative correlation between 𝑡𝑑 and ∆𝐸[𝑢] cannot be interpreted as evidence against the expected utility 

model. We rather interpret the ability of the expected utility model to reveal the two opposing effects that 

govern optimal decision time as a strength of the traditional model. 
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 Is time an essential resource in the decision production function? 

Applications of the DDM usually find a puzzling empirical regularity – a negative correlation between 

decision time and probability to choose the superior option. This finding is in stark contrast to the crucial 

assumption that time is valuable resource in the production of sound economic reasoning (𝜕𝜋 𝜕𝑡𝑑⁄ > 0). 

In the DDM the drift towards the preferred decision boundary causes a correct choice. However, the 

lower the drift rate, the longer continues the accumulation process, and the more likely it becomes 

(conditional on the fact that the RDV has still not reached the boundary of the superior option) that the 

stochastic component of the DDM will cause the RDV to cross the boundary of the inferior option. 

Hence, changes in the drift rate caused by a variation in the difficulty of a decision, produce a negative 

correlation between decision time and quality. 

 In this subsection, we first show that – despite the presence of a negative correlation – the causal 

effect of more time invested in the lottery decision on the quality of the decision is positive suggesting 

that time can be interpreted as production factor in a capital-labor production framework of decision 

quality (Camerer and Hogarth 1999). As a final exercise, we estimate the treatment effect of an increase 

in opportunity costs within the DDM framework. The results suggest that the quantitative effects and 

the underlying mechanisms of higher opportunity costs are similar in the neuro-founded and process-

oriented DDM and the expected utility model highlighting how well the as-if expected utility model can 

represent the basic underlying choice mechanisms. 

To reproduce the empirical evidence for a negative correlation between decision time and quality, we 

estimate the following regression: 

(8)  𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝐶ℎ𝑜𝑖𝑐𝑒 = 𝛽1 + 𝛽2 𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑇𝑖𝑚𝑒 + 𝛃𝐗 + 𝜀, 

where 𝐗 denotes a vector of additional controls. Column (1) in Table 2 contains the estimate of 𝛽2 based 

on the linear probability model. The coefficient is negative and highly significant suggesting than an 

additional second invested in the lottery decision reduces the probability of choosing the superior lottery 

by 1.4 percentage points. A strong thread towards a causal interpretation is the difficulty of the lottery 

decision, which is likely to be positively correlated with DecisionTime and negatively correlated the 

probability of a CorrectChoice. Based on the standard omitted variable formulae, 𝛽2 is downward biased. 

A straightforward approach to correct for the omitted variable bias is to try to control for the difficulty of the 

decision. In model (3) in Table 2, we include the expected utility distance as proxy variable for the difficulty 

in the regression.22 The effect of the expected utility difference (normalized to be between zero and one) is 

positive and significant. The correlation between decision time and the correct choice probability is 

essentially zero after including the expected utility difference as proxy for the decision difficulty. Still, there 

is a lot of ambiguity around the difficulty measure w.r.t. to the functional form and the inherent subjective 

nature of the difficulty of a decision.23 Therefore, it is illusive to claim that after controlling for the expected 

utility difference, 𝛽2 can be interpreted as causal effect. 

                                                             
22 The underlying risk preferences used to calculate the expected utility difference are based on individual estimations for each subject as 

presented in Figure 4. For a similar approach see Moffatt (2005). 
23 See for instance Chabris et al. (2009) and Moffatt (2005) for alternative functional forms of the decision difficulty proxy variable. In 

general, the construction of any difficulty measure seems to include some arbitrary and non-testable modelling choices. 



  

16 
 

We circumvent these problems with our research design. Our randomized opportunity cost treatments 

provide us with the ideal instrument for the time invested in the decision. The increase in the opportunity 

costs across our treatment conditions has a negative effect on the decision time, but is – conditional on 

the decision time – completely unrelated to the lottery choice. We therefore use standard instrumental 

variable techniques to identity the causal effect of decision time on the quality of the decision measured 

as probability to choose the superior lottery. The results are presented in models (4) to (6) in Table 2. 

The negative relation between the opportunity costs and the decision time, measured in the first stage as 

the effect of the treatment dummies on the decision time produces a F-statistics on the instruments of 

above 30.24 Based on the IV estimates, the resulting causal effect of a time investment on the decision 

quality is positive and statistical significant and ranges from an improvement of 2.3 to 3.7 percentage 

points in the probability of a correct choice for an additional second invested in the lottery decision. 

TABLE 2— DECISION QUALITY AND TIME INVESTED IN THE DECISION 

Dep. Variable: Correct Lottery Choice (binary) 

  LPM (OLS)  2SLS 

 (1) (2) (3)  (4) (5) (6) 

Decision Time -0.014*** -0.012** -0.001  0.023*** 0.023*** 0.037***  
(0.005) (0.005) (0.005) 

 
(0.008) (0.008) (0.008) 

EV difference (abs)  0.049***    0.051***    
(0.003) 

   
(0.003) 

 

EU difference (abs)   0.593***    0.646***    
(0.039) 

   
(0.037) 

Constant 0.773*** 0.715*** 0.657***  0.699*** 0.644*** 0.574***  
(0.013) (0.013) (0.013) 

 
(0.019) (0.020) (0.020) 

Instrument for Decision Time – – –  Treatment Dummies 

First Stage F-Stat – – –  30.71 30.71 31.37 

Subjects 111 111 111  111 111 111 

Observations 19460 19460 19460  19460 19460 19460 

Notes: OLS estimates ((1) - (3)) and IV 2SLS ((3) - (5)) are reported. The dependent variable is a binary variable equal to one if the lottery 

with higher expected utility is chosen by the subject and zero otherwise. The underlying risk preferences are based on individual estimates of 

the CRRA coefficient (presented in Figure 4). Heteroskedasticity-robust standard errors are reported in parentheses. 
*** Significant at the 1 percent level. 

  ** Significant at the 5 percent level. 

    * Significant at the 10 percent level. 

Finally, we show that the drift diffusion model, essentially predicts the same positive causal effect, 

despite the fact that many studies using the DDM find a negative correlation between decision time and 

quality. As discussed in the previous section, a higher difficulty of the decision results in a lower drift 

rate. In addition, closer boundaries are affected by the speed-accuracy trade-off (Ratcliff and McKoon 

2008).25 Closer boundaries decrease the decision time and consequently the opportunity costs of the 

decision at the expense of more decision errors. Figure 8 illustrates the effect of closer boundaries. In 

the right panel (b), closer boundaries decrease the expected time, the RDV needs to cross the upper 

                                                             
24 The quantitative dimension of the first stage results can be observed from Figure 3 and its explanation in section IV.A. 
25 The speed accuracy trade-off is the term used in the psychological literature to describe the trade-off between faster and more accurate 

decisions. 
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boundary. However, it becomes also more likely that the stochastic component of the accumulation 

process will shift the RDV towards crossing the lower boundary and triggers an inferior lottery choice. 

 

FIGURE 8. EFFECT OF A DECREASE IN THE BOUNDARIES OF THE DRIFT DIFFUSION MODEL 

Notes: Panel (a) and (b) illustrate the change in the trade-off between costs of the decision, measured by the time invested in the decision and 

the quality of the decision denoted as probability to choose the high EU lottery. Closer boundaries in panel (b) result in a decrease of the time 

until a decision is triggered, but increases the likelihood to arrive at the lower boundary and choose the inferior lottery. In line with the 
comparative static results of the expected utility model, the change of the boundaries in the DDM can be interpreted as a result of an agent’s 

optimal solution of trade-off between the opportunity costs of time and the quality of the decision. 

Empirical studies lacking exogenous variation in the opportunity costs, may identify a negative 

correlation between decision time and quality by variation in the difficulty among the decision tasks, 

but are unable to establish causality. In the DDM the omitted variable bias related to the causal effect 

of decision time on decision quality arises, if the researcher (i) a priori does not allow the boundaries to 

be endogenously chosen or (ii) has no exogenous variation in the decision time which is independent of 

the difficulty of the decision problem. To estimate the causal effect of time within the DDM framework, 

we estimate the DDM parameters on the treatment level using the fast-DM software developed by (Voss 

and Voss 2007; Voss, Voss, and Lerche 2015). Table 4 provides the results. 

TABLE 3—ESTIMATES OF THE DRIFT DIFFUSION MODEL 

 Decision Criteria: Expected Utility 

 no cost 10 cent 30 cent 100 cent 

Decision Boundaries (B) 2.73 1.70 1.60 1.34 

 p-value (H0: no cost = treatment) – [0.000] [0.000] [0.000] 

Drift Rate (𝜇) 0.35 0.42 0.48 0.40 
 p-value (H0: no cost = treatment) – [0.058] [0.011] [0.227] 

Non-Decisional Time (NDT) 1.25 1.07 1.09 0.87 

 p-value (H0: no cost = treatment) – [0.044] [0.056] [0.000] 

Notes: Parameter estimates of the Drift diffusion model based on the estimation results in model 5 in Table 1 (N=112). P-values based on 
pairwise t-test on the difference of subjects in the control group (no cost) and subjects in the corresponding treatment are reported in brackets. 

We set 𝜎 = 1 in the stochastic component of the DDM (𝜀~𝑁(0, 𝜎2)) to identify the parameters of the DDM ( see e.g. Ratcliff (1978), Krajbich, 
Oud, and Fehr (2014)). Since the position of the two lotteries was randomized in the experiment and both lotteries were presented 

simultaneously, we fix the starting point of the RDV to the middle between the two lotteries (no initial bias towards a specific lottery). In 

addition to the fitted parameters B, 𝜇, NDT, we also estimate the parameters related to the variability of the drift rate 𝜇 and the starting point 
of the RDV (results available on request). Rather similar results are obtained from using risk preferences from individual estimations (see 
Appendix  Fehler! Verweisquelle konnte nicht gefunden werden., Fehler! Verweisquelle konnte nicht gefunden werden.). 

In line with the economic intuition derived from the expected utility model, we find a statistical 

significant decline in the boundaries as opportunity costs of the decision time increase. We also find 

some (mixed) evidence for an increase in the drift rate. A higher drift rate would point towards a higher 

decision quality, whereas lower boundaries increase the likelihood of choosing the inferior lottery. To 
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quantify the overall effect of an opportunity costs induced change in the decision time on the decision 

quality, we estimate the partial effect of a change in the drift rate, the boundaries, and both 

simultaneously on the decision quality, while keeping all other parameters of the DDM constant at their 

sample means. 

TABLE 4—PREDICTIONS OF THE DRIFT DIFFUSION MODEL 

 Pred. Prob. of Correct Choice (𝜋̂)  Pred. Decision Time (𝑡𝑑̂) 

 no cost 10 cent 30 cent 100 cent  no cost 10 cent 30 cent 100 cent 

Prediction of the DDM due to change in        

 Boundaries (∆𝐵) 75.1% 66.6% 65.5% 63.2%  2.73 1.76 1.68 1.50 

 Drift (∆𝜇) 65.3% 68.2% 70.4% 67.3%  1.88 1.87 1.86 1.87 

 Both (∆𝐵 & ∆𝜇) 71.8% 66.9% 68.0% 62.7% 
 

2.78 1.76 1.67 1.50 

Notes: Predictions of the DDM for the Probability of a correct choice ((𝜋̂) and the decision time (𝑡𝑑̂) are presented. The predictions are based 
on 500001 simulations with all remaining parameters set at their sample mean values. The correct choice is determined from the utility 
difference based on the estimation results in model 5 in Table 1. Rather similar results are obtained from using risk preferences from individual 

estimations (see Appendix  Fehler! Verweisquelle konnte nicht gefunden werden., Fehler! Verweisquelle konnte nicht gefunden 

werden.). 

The simulation results based on the DDM suggest that a change in boundaries would predicts a decline 

of the correct choice probability from 75.1 percent in the no cost control group to below 64 percent in 

the 100cent treatment. This effect is partially offset by the simultaneous change in the drift rate. Overall, 

based on the simulations of the DDM, the rise in the opportunity costs from zero to 100 cents per second, 

decreases the time invested in the lottery decision from 2.78 to 1.5 seconds, which causes a decline in 

probability of correct choice by more than 9 percentage points. Like the empirical and theoretical 

consideration within the expected utility framework, the application of the DDM points towards a 

positive causal effect of time investment on the quality of the decision. 

In the final analysis, the expected utility model performs well as as-if model as it provides similar 

results as the neuro-founded and decision process oriented DDM. The results from the DDM add 

additional explanatory power to our argument that important mechanisms related to the trade-off 

between the opportunity costs of time and the quality of decisions can be explained by a simple rational 

utility model, like the one we suggest in the paper. 

VI. Further Research and Limitations of the Study 

We successfully test several comparative statics of the economic model introduced in section II and 

demonstrate that decision errors cannot be simply interpreted as irrational behavior. However, our 

theoretical framework does not provide an exact point estimate on the optimal allocation of time. This 

would require further structural assumptions on the decision-making process captured by 𝜋 in our model. 

The specific functional form of 𝜋 determines the rate of improvement in the lottery decision and is therefore 

instrumental to determine the exact optimal time investment in the lottery choice.  

Another open question is concerned to the influence of prior beliefs of the decision maker on the 

range of outcomes, which may be reached by alternative lottery choices. We introduce an extension of 

our model in Appendix Fehler! Verweisquelle konnte nicht gefunden werden. to capture the effect 

of such prior beliefs. In our model, the entire uncertainty related to the lottery decision is captured in the 
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probability 𝜋, whereas the utility difference ∆𝐸[𝑢], which can be interpreted as measure of the 

importance of the lottery decision, is predetermined and known to the decision maker. We relax this 

assumption in Appendix Fehler! Verweisquelle konnte nicht gefunden werden. and assume that 

∆𝐸[𝑢], is not deterministic but rather an à priori unknown random variable, which properties might be 

learned by interpreting signals at a very early stage of the decision making process. As we demonstrate 

in section V, even without an early stage, our basic model is able to produce similar predictions as the 

process-oriented DDM.26 

However, a straight-forward implication of such an initial stage would be that the DM would invest 

more resources in the decision making process if early gathered information change the beliefs w.r.t. to 

the importance of the decision by indicating higher lottery payoffs. Indeed, we find that higher payoffs 

measured by either the dummy indication at least one state in which the payoff exceeds €20 or by the 

sum of the lottery payoffs of the two available lotteries, lead to fewer decision errors.27 The extension 

of the model adds additional insights for the decision making process at the cost of increased model 

complexity and reduced ability to easily apply the model in other areas of economics in which the 

process of decision making is of minor interest. Our intuition is that the most important economic 

mechanisms can be described with our basic model. 

VII. Conclusion 

What kind of a model of rationality do we seek? We introduce a simple model in which a rational 

decision maker trades-off the quality and opportunity costs of the decisions in a rational manner. 

In contrast to related extensions of the rational model (Chabris et al. 2009; Dickhaut et al. 2013) our 

model is parsimonious and simple enough to be integrated in applied economic work. It is in line with 

basic economic reasoning that investing more resources in the production of sound economic decision 

improves decision quality, and provides a number of testable predictions. 

To test the prediction that decision errors can be rationalized by high opportunity costs, we test main 

implications of our model using a structural econometric approach. Our study provides evidence that 

decision errors vary positively with opportunity costs of decision making, which is in line with the 

rational prediction that decision errors are more likely because higher opportunity costs induce a lower 

time investment in the decision quality. Despite the existence of a negative correlation between decision 

time and quality, we find a strong positive causal impact of an increase in time invested in the lottery 

decision on the quality of the decision, which supports the validity of or economic model. We find no 

evidence that risk preferences change with respect to decision time, which allows a normative 

interpretation of the model based on the stable preference assumption (Stigler and Becker 1977). 

                                                             
26 Psychological models of decision making such as the drift diffusion model (see e.g. Ratcliff and McKoon  (2008)) incorporate an initial 

stage of the decision making process by estimating a non-decision time in which the DM scans the available information, before entering the 

decision process. 
27 Results are provided in Fehler! Verweisquelle konnte nicht gefunden werden. in Appendix Fehler! Verweisquelle konnte nicht 

gefunden werden.. 
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In the final analysis, our results suggest that so-called behavioral anomalies manifested as errors in 

economic decisions might be the outcome of a rational trade-off, if (1) the problems are complex, (2) 

opportunity costs of investing time and other resources to improve decision making are high, and (3) 

individual decision skills are low. Remaining decision errors might then not be interpreted as irrational 

behavior alone, but as a result of a rational trade-off under given constraints. 

While our work on the foundation of preferences and decision making under risk is not directly policy 

relevant at this stage. We believe that our work may lay the foundation for future applied work fostering 

a wide range of policy implications. Starting with a normative model of decision making, we show that 

decision makers follow more often the rational prediction, if cost for investing time in the decision is 

low. Empirical studies find a wide range of irrational behavior in agents’ decisions making under risk, 

for instance the poor quality of stock market investments of individual agents or the lack in the demand 

of health insurance. 

In a sense, our work is grounded in the theories of human capital and labor supply. No economist 

would call it irrational that not every individual has the ability to earn the wage of a CEO of a large 

company. In the same vein, we should not call it irrational that not everyone has the ability to always 

make the best decision no matter how complex the decision is or how much resources are invested in 

making the decision. In both cases, the productivity of the worker or the ability of the decision maker 

depends on individual skills. The investment into these skills provide the rationale for education and 

more general for the formation of human capital. In the basic labor-supply model, in addition to the 

wage rate, income depends on the hours worked, determined by solving the trade-off between working 

more and increase earnings or spending the time on alternative uses (i.e. leisure as determinant of the 

opportunity costs of time). Similarly, the income earned from a decision depends on the time spent in 

the decision-making process, which is determined by the same underlying trade-off. 

In both tradeoffs, the rational solution is likely to be characterized by forgiven income, either by not 

earning the full income or by not making the best decision with probability one, is not an outcome of 

irrationality, but a rational response to the opportunity costs of time.  
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