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Abstract

National policies take varied approaches to enagingauniversity-based innovation. This paper
studies a natural experiment: the end of the §s®dr’'s privilege” in Norway, where university

researchers previously enjoyed full rights to therovations. Upon the reform, Norway moved
toward the typical U.S. model, where the univerbibyds majority rights. Using comprehensive
data on Norwegian workers, firms, and patents, im& & 50% decline in both entrepreneurship
and patenting rates by university researchers #itereform. Quality measures for university
start-ups and patents also decline. Applicationltératures on university technology transfer,
innovation incentives, and taxes and entreprenguesk considered.
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l. I ntroduction

University researchers can create valuable comadentiovations. Standing at the frontier of
knowledge, university researchers may start suttddsgh-technology companies (e.g.,
Genentech and Google) and create valuable inteieptoperty (e.g., the Hepatitis B vaccine
and the pain medication Lyrica)Given these roles, university patenting and @néeeurship
have become subjects of substantial public intenedtan expansive research literature, as

reviewed below.

This paper studies a large shock to university wation policy. The setting is Norway, which in
2003 ended the “professor’s privilege,” by whichvwensity researchers had previously enjoyed
full rights to new business ventures and intellatproperty they created. The new policy
transferred two-thirds of these rights to the ursitees themselves, creating a policy regime like
that which typically prevails in the United Statesd many other countries today. In addition to
the policy experiment, Norway also provides unusiza opportunities. Registry data allows us
to identify all start-ups in the economy, includithgse founded by university researchers. We
can also link university researchers to their patefVe are thus able to study the reform’s

effects on both new venture and patenting channels.

Inspired partly by a belief that U.S. universitege more successful at commercial innovation
(Mowery and Sampat 2005, Lissoni et al. 2008), ntamsopean countries have enacted laws in
the last 15 years that substantially altered tijetsi to university-based innovations. In
Germany, Austria, Denmark, Finland, and Norway, teams ended the so-called “professor’s
privilege”. Recognizing potential complementastleetween institution-level and researcher-
level investments, the new laws sought to enhanoeetsity incentives to support
commercialization activity, including through thetablishment of technology transfer offices
(TTOs). However, while these reforms may have araged university-level investment, they

also sharply increased the effective tax rate oweunsity-based innovators, leaving the effect of

! For example, University of California San Franoigtrofessor Herbert Boyer founded Genentech taylyémetic
engineering into the marketplace, and Stanfordugaedstudents Sergey Brin and Larry Page foundedjié@nd
revolutionized Internet search. In the patentipigese, University of California researchers produtte Hepatitis
B vaccine, and Northwestern University ProfessahRid Silverman created the compound for a pairicagdn,
Lyrica, which was Pfizer’s top-selling drug in 2Qith global sales of $5 billion. U.S. universiiand research
institutions were granted over 6,000 patents amedwed over 5,000 licenses in fiscal year 201 palicg to a
recent survey (AUTM 2015).



such reforms theoretically ambiguous. Broadlyséheational systems moved from an
environment where university researchers had falperty rights to a system that looks much
like the U.S. system today (since the 1980 U.ShBagle Act), where the innovator typically
holds a minority of the rights (often one-third)dathe university holds the remainder (Jensen
and Thursby 2001, Lach and Schankerman 2008).

To study the end of the professor’s privilege, exerage several datasets that allow us to
examine new venture and patenting activity fouailversity researchers in Norway. Registry
datasets provide detailed information about allvdegian workers and firms, while also linking
specific individuals to specific firms. We are shable to identify all new firms in Norway and
all new firms started by university employees. @aéa further provides far-reaching
information about all Norwegian adults, includindueational attainment, degree type, age,
income, wealth, and family status, allowing usdmpare the behavior of those directly affected
by the policy shock (i.e., university employeesi)hmiarious control samples (e.g., all Norwegian
individuals, and various subsets with increasirgghgilar demographic characteristics to the
university employees). We separately collect atepts issued in Norway and compare
patenting by university-based researchers withrattoewegian inventors. Finally, we
integrated all publications in the Web of SciengedNorway-based researchers to examine

publication outcomes.

Our primary empirical finding is that the shiftiights from researcher to university led to an
approximate 50% drop in the rate of start-ups byersity researchers. This drop appears (1) in
a simple pre-post analysis of university start-afes, (2) when compared to background rates of
start-ups in Norway, and (3) when analyzed atéelellof the individual Norwegian citizen,
controlling for fixed and time-varying individua¢vel characteristics. We further find that
university researchers substantially curtailedrthatenting after the reform, with patent rates
falling by similar magnitudes as seen with stars-ufn addition to these effects on theantity

of innovative output, we find evidence for decrebgeality of both start-ups and patents, where
university start-ups exhibit less growth and unsitgrpatents receive fewer citations after the
reform, compared to controls. Overall, the ref@appeared to have the opposite effect as

intended.



Primarily, this study informs the literature on werisity commercialization policy. The end of
the professor’s privilege constitutes a major poshift that was enacted in Norway and
mirrored in several other European countries. §thdy thus informs the policy’s effects in
Norway, with potential additional applications im#ar reforms and ex-post policy regimes
more generally. Notably, the post-reform regimsiisilar to policies that prevail in the U.S.
today, among many other countries. The centrdirignis that the policy change in Norway

effectively halved measured rates of innovation.

The analysis may also provide insight for otherétures. Noting that the experiment sharply
changed the allocation of rights between reseasc the university, the findings can inform
the role of rights allocations in knowledge prodoict How to balance the allocation of rights
between investing parties is a classic questi@tonomics that also features in canonical
theories of innovation (Holmstrom 1982, Grossmaah ldart 1986, Aghion and Tirole 1994,
Green and Scotchmer 1995, Hellmann 2007). ThealagMperiment in this paper can be seen
as supporting the idea that innovation rights mageen in universities, where the norms of
science might otherwise suggest greater willingnegsit output in the public domain (Merton
1973). Related, noting that the experiment antpart, to increase the effective tax rate on
individual university researchers, the policy changay also help inform the link between tax
rates and entrepreneurial activity for an importdass of high-skilled workers. The literature
on taxes and entrepreneurship has almost exclyssxeimined sole-proprietors and self-
employed workers (e.g., Gentry and Hubbard 2008y are typically quite different from the
growth-creating innovators that motivate many stadif entrepreneurship (Glaeser 2007,
Levine and Rubinstein 2015). The experiment ia ga@per considers a class of innovators who
work at the frontier of science and technologyefacpart a large increase in their effective tax

rate, and subsequently substantially curtail teetrepreneurial activity.

This paper is organized as follows. Section Iadetthe institutional setting, reviews relevant
literature, and discusses theoretical advantagggiblems that can emerge when increasing
university rights at the expense of researchetsigBection Ill introduces the data and



identification strategy. Section IV presents theecresults of the paper. Section V discusses

these findings, including their relevance to braaigtings, and Section VI concludes.
. University-Based | nnovation

To frame our research questions and the poteritedte of the policy reform, we review here
the institutional setting of university-based inaten, including the “professor’s privilege” in
numerous European countries and the details ditdmeegian policy reform. We then consider
core conceptual frameworks that can clarify trattetbfat arise when balancing rights between

the researcher and the university.
A. Institutions

The long-standing upward trend in patenting and wemiure activity among U.S. universities
has triggered an enormous literature investigatimgersity innovation and entrepreneurship.
Scholars have seen universities as increasinglgitapt wellsprings of innovative ideas, and
researchers have investigated the legal systecentine conditions, organizational attributes,
technology areas, and local business environmeahgrather features that may help explain the
relative success of various universities in commaéring innovations both along patenting and
new venture channels (see, e.g., Lockett et ab2R0thaermel et al. 2007, Grimaldi et al. 2011,
National Academy of Sciences 2010). A major thanighis research (and associated policy
debate) takes the goal of university-based innowas given and seeks to understand the

features that influence its succéss.

2 In addition, Appendix | presents a simple modéuitther clarify motivations and pitfalls when gigj majority
rights to the university at the expense of theviutlial researcher. Appendix Il considers additi@rapirical
findings, studying the publication behavior of uisity researchers and how this changes with floene

% Separately, many scholars have addressed whethersities should engage in commercial innovaotivity
given potential tradeoffs with other activitiespesially basic research (e.g., Krimsky 2003, Washi2008,
National Academy of Sciences 2010). These potetmtideoffs bear on a complete assessment of tHarevel
consequences of commercialization policy. In pliterature, however, individual-level publishingdapatenting
appear positively rather than negatively correldted., Fabrizio and Di Minin 2008, Azoulay et 2007, Buenstorf
2009) which suggests that basic research and iilmvemay be complements rather than substitutess firfding is
consistent with conceptualizations of scientifiogness based on Pasteur’'s Quadrant (Stokes 1@9ihatsthe
tradeoffs between research and invention may nebleeute. In Appendix Il, we examine publicationthe
context of our data and confirm a positive corielabetween patenting and publications at the iddial level. We
further examine publication output within individuasearchers, harnessing the reform as a shquiktémting
incentives, and find no evidence that publicatiand patents are substitute activities. See Appdhdix
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The 1980 Bayh-Dole Act is a signal event for resears and policymakers in this space. The
law eliminated U.S. government claims to univerfiigged innovation, giving U.S. universities
the rights to innovative ideas that were federhllyded. Studies have since examined the
potential effects of Bayh-Dole on patent rates.(d/pwery et al. 2001), patent quality (e.qg.,
Henderson et al. 1998), and entrepreneurship @xane 2004) among other issues.
Interestingly, while U.S. university patenting migere approximately five times larger in 1999
than in 1980, there is no evidence that Bayh-Dalesed a structural break in the pre-existing
trend (Mowery and Sampat 2005).

The acceleration of patenting and licensing fror8.UWniversities eventually caught the attention
of European policymakers, who concluded that Euaopeiversities lagged their U.S.
counterparts in commercialization outcomes (GeuntbRossi 2011). European policymakers
associated Bayh-Dole with high rates of univerbifgged innovation and sought to emulate
Bayh-Dole (Mowery and Sampat 2005, Lissoni et @08). Thus, in the early 2000s, numerous
European countries passed laws that attemptedctiueage universities’ interest and success in
commercialization. New legislation was implementedeveral countries (Germany, Austria,
Denmark, Finland and Norway) by ending the “prode'ssprivilege”. Under the professor’'s
privilege (i.e., prior to the reform), a universigsearcher retained blanket rights to his or her
invention. The new policies shifted substantights to the university. Notably, although policy
makers in Europe were inspired by the post-BayhePalt environment in the U.S., the policy
changes around the professor’s privilege were glifterent from the Bayh-Dole Act. Instead

of transferring rights away from the governmenis thransfer came from the researchers
themselves. The end result was that these Eurapmeantries obtained a legislative environment

similar to that in the U.S. post Bayh-Dole.

In Norway, the professor’s privileg&érerunntakein Norwegian) was abolished by unanimous
Parliament decision in June 2002, and made efiedtivall public higher education institutions
from January 1, 2008.The new law gave the university the formal owhirsights to the

commercialization of research (including startupgd patents). Each Norwegian university also

* The non-public higher education sector is verylsimaNorway. The law change is named Proposititm 67 of
the Odelsting (2001-2002). A full transcript oétRarliamentary session leading to Propositiors@&ailable at
https://www.stortinget.no/globalassets/pdf/referaelstinget/2002-2003/0021107. pdf.
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formally established a Technology Transfer Offit@@).> After the law change, Norwegian
universities shared one third of the net incoméwhe researcher, so in effect the policy change
reduced the inventor’s pre-tax expected incomentmythirds® Given income taxes in Norway,
this change represents an approximately 33 pememiint increase in the effective tax rate the
researcher faces when forming new ventures oringepatentable inventiorfsin the case of
patents, university bylaws obligate the universitglaim its property rights within six months
after the researcher discloses the invention. $hibxgl university decide not to use its option, the
rights are returned to the inventor.

The premise behind the policy change was to engeuwaiversities to make investments that
support patenting and licensing by their researched labs, so that this property rights transfer
would improve commercialization outcomes on netaf@izki et al. 2011). However, as
discussed in Section II.A, empirical evidence tt@ild motivate this view was lacking (Lissoni
et al. 2008). Moreover, the policy arguments — lgedature on the Bayh-Dole Act more
generally — tend to focus on university-owned IRh@smode of technology transfer from
universities. This focus leaves aside the potefdrauniversity academics to start companies,
rather than license, which is a primary commerzadion alternative (e.g. Gans and Stern 2003).
As we will show, both patenting and this “otherhwmercialization mode — new ventures —

appear to have been severely affected by the etitbdprofessor’s privilege®.

® These TTOs were established in 2003, althoughwee often based on precursor technology offibeshad
been financed by the Norwegian Research Counaésii®96. By 2005, the TTO offices typically had
approximately ten employees, were led by a direetod were financed partially by the universitgltspartially by
the Norwegian Research Council (FORNY program), @andially by the Ministry of Education (Rasmusstral.
2006).

® While Germany included a clause in the new law the university must share 1/3 of net revenueh thie
researcher, in Norway this norm was not formallglekshed in the law per se but rather was calbedy the
parliamentary committee chairman, who stated eitlyliat the time the law was passed that a onettidit with
the researcher was expected. This norm was thithefuformally established in university bylawselain the
decade.

" The marginal tax rate in Norway is approximatedgon both labor and business income, so thatgfoem 100
kroner in commercialization profits would have matue of about 50 kroner for the researcher. Refsiim the net
value would be one-third, i.e., 16.7 kroner, sd tha post-reform effective tax rate would be 83%te increase in
effective tax rate is thus approximately 33 peragatpoints.

8 Interestingly, Lissoni et al. (2008) have showattlin contrast to the U.S. experience where 69#nifersity-
based inventions are assigned to universitieggithat majority of university-based inventions imafkee, Italy, and
Sweden are actually assigned to private firms. I8\his not known whether these firms are new uesg, the
Lissoni et al. study raises further questions alleeiempirical motivation for the European poliejorms. Once
these privately-owned patents are accounted faversity researchers in these three European dear(@specially
Sweden) show only modestly lower patenting ratas t4.S. universities, which undercuts the empingaiv that
European universities were laggards in commereifitin activities in the first place.
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B. Theoretical Perspectives

Several theoretical perspectives could be usedtovate the professor’s privilege reform (and,
by extension, motivate systems like those typictllynd in the U.S. and many other countries
today). However, theory also suggests substagdiation. This section reviews core
perspectives in the economics of innovation todoethderstand the motivations and pitfalls
associated with the policy change. The richnedkaxfe theories suggests the importance of
empirical analysis. The empirical analysis in taam help limit the set of relevant mechanisms,

as we will further discuss in Section V.

Fundamentally, the professor’s privilege reformates a large shift in the allocation of rights,
and core theoretical ideas in the economics ofuation engage these issues (Aghion and Tirole
1994, Green and Scotchmer 1995, Scotchmer 2004mae2007). Aghion and Tirole (1994)
provide canonical analysis of innovation contexktere different agents bear private costs but
share in future payoffs and emphasize the challengéectively balancing incentives across
investing parties. A broad intuition in these the® is that rights should be balanced toward the

party whose investment matters more.

A natural mapping to the university-based innovatontext is the rights allocation between the
researcher and the research institution, whereraghmake separate investments in pursuit of a
commercial outcome. Investments by the individeakarcher, as the source of the ideas,
appear critical. The university may also play imant roles by supporting infrastructure for
applied research, searching for commercializal@asdvithin university laboratories, facilitating
patent applications, managing licensing, and otfsnmvesting to promote successful
commercial outcomes (e.g., Rothaermel et al. 206@).instance, noting potentially substantial
costs in time and money to achieve a patent (dajl,2007, Gans et al. 2008), it can be natural
for such costs to limit entry, and university resbars report that they do (e.g., Baldini 2009).
Should the establishment of a TTO reduce entrysq@st)., via scale advantages in providing
commercialization services), it is possible that pinofessor’s privilege reform could encourage

more university technology transfer. Universitesl their TTOs may also act as useful

® Other things equal, giving a greater share obtirelus to the party whose investment affects tinglgs more will
encourage more surplus creation. It is possiblentio this intuition, however, if a particular agergffort responds
relatively weakly to their share (for example, pparty faces a multitasking problem and would retate effort to
creating this particular joint surplus even if giveubstantial rights to it).
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intermediaries in markets for technology and imgrthe quality of innovative outcomes (e.g.,
Macho-Stadler et al. 2007).

The professor’s privilege reform most directly aciseallocate income rights. To the extent that
investments by both parties matter, giving all meorights to the professor (as in the professor’s
privilege) may reduce university-based innovatiompared to a policy with more balanced rent
sharing'® Moreover, one can construct examples where usityebased innovation is

maximized when the university receives two-thirfithe income and the researcher receives
one-third — as in the more typical regime. Appe&rdrovides a formal model and example. An
interesting insight is that strengthening the ursitg’s income share (at the expense of the
researcher’s share) can actually cause the resgdocimvest more. This follows when the
university’s investment raises the marginal prodiic¢he researcher investment (i.e., the
investments are complements), so that the resedrnte investment more worthwhile even

though the researcher’s share of the innovatioonmechas declined.

This income rights reasoning, as a potergipliori justification for the reform, can also point

out potential pitfalls. In particular, one maydieeptical about the value of university-level
investments. Some scholars argue that univeesityology transfer offices (TTOs) have poor
capabilities or inappropriate incentives and sugogalocating rights toward the faculty in
pursuit of greater technology transfer (Litan et28l07, Kenney and Patton 2009). To the extent
that the complementary investments by the uniweesi not especially important, giving the
university income rights may reduce rather promatevation (see also Appendix 1). In

practice, the appropriate income rights allocaiiothe university context remains unknown.

Looking more closely at researcher interests, théepsor’s privilege reform might also be
motivated in a belief that university researchesay mare relatively little about income, so that
lessened income rights would have little effectesearcher’s entrepreneurial or inventive
effort. For example, Mertonian norms of scienoeluding classic ideas of communalism and
disinterestedness that emphasize the placemeasearch outputs in the public domain (Merton

1973), may suggest relatively weak links betweasg®l financial reward and effort in the

1% |ncentive mechanisms limited to sharing the jsimtplus are known to be an imperfect instrumenafiieving
first-best effort (Holmstrom 1982). Thus neithiee {professor’s privilege nor the post-reform regimih a one-
third / two-third split would produce first-bestviestment. At the same time, second-best outcomesypically
depend on a careful balance of income rights achessvesting parties.

9



university setting. Evidence suggests that unitaetsased researchers on average value income
relatively less than industrial researchers (S2&@4), and entrepreneurs in general appear to
have strong tastes for autonomy and other motinaticharacteristics distinct from income (e.qg.,
Evans and Leighton 1989, Hamilton 2000, Shane. &0813). Moreover, studies of university
entrepreneurs further suggest the importance ofvatains beyond income and distinct traits
from other university researchers (Roach and Saarem2012). The extent to which university-
based innovators, or high-skill innovators moreegahy, react to effective tax rates appears

unknown.

Beyond changing income shares, the professor’'dgue/ reform also affected control rights,
noting that the university gained decision-makintharity over knowledge-related assets. Such
control rights may matter to the extent that ursitgrand researcher interests are not aligned and
contracts are incomplete. As one example, theareker might prefer her patented invention to
be used as widely as possible, while the univeragly prefer monopoly pricing. Beyond issues
of how the surplus is ultimately split, disagreetmay result in Williamsonian haggling costs

that further destroy surplus. Anticipation of sindggling may in turn dissuade effort.

While theories emphasizing rights allocations i& économics of innovation are highly
influential, empirical studies examining these tieoremain relatively few (Lerner & Merges
1998; Lach and Schankerman 2008, Lerner & Malmeri@0). Coupling the “professor’s
privilege” reform with the richness of Norwegianta@@rovides a context for examining the

potential importance of rights allocations, levengga large change in the rights regime.

Overall, integrating across these theoretical ptsges, there are many contending ways in
which the professor’s privilege reform might affectiversity-based innovation. The actual

effects are very much an empirical question, whvehturn to next.

[Il. Dataand Identification

In this section, we describe the data sets anddbeometric methods we employ.
A. Data

The startup analysis draws on several Norwegiaistexglatabases. The socio-demographic

data, compiled by Statistics Norway, covers thewigian adult population and consists of
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yearly records of workplace ID in addition to ediima level, gender, income, wealth, marital
status, and many other variables. We identify ersity employees through their workplace ID
and researchers as individuals with a PhD degfdese university-employed PhDs are the

‘treatment group’ in our analyses.

The startup data, collected from the governmeristigg‘Bronnoysundregisteret”, covers the
population of incorporated companies started inidgrbetween 2000 and 2007, and provides
total equity, owner ID, and ownership shares airtbherporation date. The owner ID, which is
available for any individual who owns at least 16fthe company, can be matched to the
sociodemographic data, and in this manner we ifyeméw firms started up by university
researchers as well as the sociodemographic ckastits of entrepreneurs more generally.

The data further contains anonymous ID numberghiistartups, which allows us to match at
firm level with longitudinal, yearly, accountingtdecollected from Dun & Bradstreet. The
accounting data runs through 2012; it identifiesclvisector the startup operates in and contains

annual measures of startup performance such as patdits and employeés.

The patenting analysis is based on separate digated from several sources. We first
obtained a list of the names of university-sectsearchers for the period 1995-2010 from the
Nordic Institute for Studies in Innovation, Resdeand Education (NIFU¥ There are 11,905
unique university researchers in this data. Intamdto full names, this dataset contains
sociodemograhic information such as gender, agePab type, as well as the specific
university employer. From the Norwegian Patenicd@fNPQO) we obtained a list of all
Norwegian patents issued to inventors in Norwaynft©90-2014> We then matched the
names from NIFU with the inventor names in the patiata to determine which patents had

university inventors. These matches are basednmiogment at the university at the time of the

™ Note that we focus on incorporated companies, wtimes not include self-employment. Levine andifstbin
(2015) show in the U.S. context that incorporat@an important indicator for locating growth-ciiegtinnovators
and organizations, while self-employment is misiegdor capturing such entrepreneurial firms. Asther
industrialized countries, starting an incorporatechpany in Norway carries tax benefits relativeet-
employment (e.g., write-offs for expenses suchaménoffice, company car, and computer equipmenith Wie
exception of very small projects, incorporatiomisre tax efficient than self-employment status. fidrenal capital
requirement for registering an incorporated compaag NOK 100,000 (EUR 13,000) during the studyqxéri
Incorporated companies are required to have amrettauditor certify annual accounting statementsstted to
tax authorities.

2 The NIFU list of university researchers is biarirfoa 1995-2006 and annual for 2007-2010.

13 These Norwegian patents include patents that granated by the European Patent Office and thenesiiv by
the Norwegian Patent Office.
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patent application. The matching procedure uskfirit names and surnames; robustness
checks to account for potential noise in name-hmatrfor the patent data are included below.
We further matched all the NPO patents with theoRaan Patent Office’s PATSTAT database,
to determine the number of citations each Norwepient receive¥:

Table 1A provides summary statistics for startiam$ in Norway between 2000 and 2007. In
total there were 48,844 startups and 128 of these started up by individuals with PhDs
employed at a university. We define a universigytsip as a newly incorporated company
where at least one of the initial owners is a fulle university employee with a PhBy
comparison, there were 452 start-ups by individuatls PhDs who were not employed at
universities. Overall, we see that university PH&@rt-ups were substantially more likely to
survive than companies started by the broader vaukg population, while survival among
non-university PhD startups is more simifarUniversity PhD startups tend to be somewhat
smaller in employees, sales, and profits than moweusity start-ups, with a closer match to non-
university PhD startup. Comparing the university PhD start-ups and noiwersity PhD
startups, t-tests indicate that differences in reeae not statistically significant except for
profits at 5 year$’ Looking at median outcomes, the firms at fivergeand to be very small.
The 758" percentile company in each category features ty#@yees while sales reach 1.2-3.3
million NOK, depending on the population, while ®8" percentile companies are substantially
larger, with 5-12 employees and sales of 6.9-16llomNOK across categories. Overall, we
see greater performance similarity among startby3hDs than with start-ups in the
background population. These findings also in@i¢heé relative rarity of substantial
entrepreneurial success, which suggests the l@hHibod of substantial returns to starting new

companieg?

14 We are indebted to Stefano Breschi for help incitiag the NPO and EPO data.

15 Non-surviving firms are defined as those that segorting profits or whose sales fall below 50utsand NOK
after their first year.

16 performance at five years is not conditional orvisal. The greater survival but lower averagefpenance is
consistent, for example, with university PhDs netyless on the start-up for income, given theiversity
employment, and hence being more likely to contiwite lower performing firms.

" These t-tests for differences in sample meansfimdlues as follows: survival (p=.28), sales (i3, @mployees
(p=.14), and profits (p=.064).

8 See Guzman and Stern (2015a, 2015b) for analf/ie @arity of high-growth entrepreneurship in thé. and in
the environs of U.S. universities.
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Table 1B provides summary statistics on entrepnen@uNorway. On average, university
entrepreneurs are older, more educated, highemiacand more likely to be male and married
than non-university entrepreneurs. Compared teuroversity PhD entrepreneurs, the
university entrepreneurs look much more similay. cBnstruction, individuals in both groups
have PhDs. They also have similar average agg¢sw@éh starting companies and similar
marital status (74% married). The income and \kefalt the non-university PhDs is somewhat

larger and the non-university PhD entrepreneurslaghtly less likely to be mal¥.

Table 1C provides summary statistics for patel® see that 431 university researchers
produced 750 patents over the 1995-2010 periothoAgh about two-thirds of the university
PhD workforce is male, university inventors are 93f#le. The background population of
Norwegian inventors is estimated to be 94% mallee Jubstantial propensity toward male
inventors echoes the similar gender propensity Beentrepreneurship above. Note that we
otherwise have little information about the demggies of the Norwegian inventors, as the
inventor data (which gives full names) does ndk timthe Norwegian census data (which uses

anonymized identification numbers).

Based on the Norwegian census data at the endd@f Bere were 3,747 university researchers
in Norway, 8,272 PhDs who worked outside univegsitiand a total Norwegian workforce of
2.501 million. The PhD workforce expanded moradiythan the broader Norwegian
workforce over the period from 2000-2007. In padar, the university PhD workforce, non-
university PhD workforce, and total Norwegian wankfe grew by 65%, 39%, and 7%

respectively.
B. Econometric Approach

Our analyses primarily consider difference-in-diffiece regressions, using the end of the
professor’s privilege to divide the sample into pnel post periods and comparing start-up and
patenting rates inside the university sector (tbatment group) and outside the university sector
(the control group). We first study panel moddighe following form:

¥ Two sample t-tests indicates no significant défere for age (p=.83) or marital status (p=.89) evttiere is a
marginally significant difference for gender (p=5)@nd differences for prior year earnings (p=.0dr7g wealth
(p=.040). The somewhat greater income of the nuweusity PhDs is consistent with observationswlere that
university researchers are paid less than thosegt@dbs in industry (Stern 2004). In the regressanalyses below,
the results are robust to including individual fixeffects as well as time-varying, individual-leeehntrols.
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Vit = PoPosty + fiTreat; + B,Treat; X Post, + €; (2)

where the dependent variablg is a count of start-ups or paten®sst, is a dummy variable
equal to 1 in years after the reform (2003 or JamdTreat; is a dummy equal to 1 if the
observation represents universities — i.e. thosetad by the end of the “professor’s privilege”.
We start by looking simply at the pre-post differerfor university start-up rates and patent
counts, before introducing control groups (startand patenting behavior in Norway more

generally) and using the difference-in-differenpedfication in (1).

When using data at the sector or individual lewe ,extend the panel model in (1) to incorporate
sector or individual fixed effects() and time fixed effectsu¢). In some specifications we will
also incorporate time-varying individual charac#cs ((;;), such as lagged income and wealth.

These difference-in-difference regressions thuggely take the forn?®

Vie = a; + ue + piTreat; + B,Treat; X Post, + y X + u;t (2)
In the relevant regression models, we cluster st@hdrrors at the individual level.
V. Results

In this section we present the main results opqger. We consider entrepreneurship in Section
IV.A and patents in Section IV.B.

A. Startups
The Rate of Entrepreneurship

We first consider how the rate of start-ups fovensity researchers changes after the reform and
then compare it to changes in start-up rates bttkground Norwegian population. Figure

1A plots the annual number of university start-(nesl line, left vertical axis) and non-university
startups (blue line, right vertical axis) over gample period" While the non-university startup

rate is approximately constant across years, theetgity startup rate drops dramatically from

% Note that the time fixed effects absorb fhmst, term. The sector-level fixed effects do not abgbeTreat;
term because treatment status varies within sectthe individual fixed effects do not in generbbarb thel'reat;
term because individuals may move between uniweasitl non-university employment.

% The vertical axes in Figure 3 and related figunethe paper begin at 0 so that the percentagegeisan the data
being compared can be seen visually.
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the pre-reform (2000-2002) to the post-reform (2Q087) period. The pre-reform period
averaged 24.7 university start-ups per year, vihidepost-reform period averaged 10.8

university startups per year, for a drop of 56%.

Figure 1B considers the same data on a per-wogds lfor the relevant groups. On average,
0.678% of university researchers started a newifirmngiven year prior to the reform, while
0.224% of university researchers started a newifirmgiven year after the reform, for a 67%
drop in the per-worker rate. The drop is sligtésger on a per-worker basis (Figure 1B) than on
a count basis (Figure 1A) because the number okusity researchers is increasing relatively
rapidly over the period compared to the Norwegiankforce as a whole.

Together, these figures show a sharp drop in er@neprship by university researchers that is
coincident with the professor’s privilege reformy contrast, the start-up rate for the
background population is largely flat, increasing% comparing the post and pre periods
(Figure 1A) and increasing 2.1% on a per-capitash@&sgure 1B). Thus, the large decline in
start-up rates by university researchers is not sethe background Norwegian population.

The “visual” differences-in-differences shown irgéie 1 are explored further by regression.
Table 2 presents aggregate analysis, looking atgdsain log annual counts per year and log
annual counts per worker. The regressions implétheneconometric model (1). Examining
theTreat; X Post,; coefficient, we see that the drops in both startounts and start-up counts
per worker are statistically significant comparedhe Norwegian workforce as a whole
(columns (1) and (2)). On net, and consistent ithmean changes seen in Figure 1, we find a
67% decline (i.e., 176'%) in the start-up rate per worker comparing uniitgfhDs against the
Norwegian workforce. Columns (3) and (4) repedat #malysis using PhDs not employed at
university as the control group. We again seessiizlly significant declines in startups by
university PhDs, with a 49% decline in start-ups\ywerker comparing university PhDs against
non-university PhDs.

Table 2 further considers sector-level analysikis Bnalysis can account for compositional
changes in the sectors of start-up activity thaghnotherwise influence the results. In this

analysis, the start-up counts are constructed tipisgear for the treatment and control groups,
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where sector is determined by the 1-digit NACE cdd€olumns (5) and (6) examine the log
start-up count as the dependent variable, and shovesily similar results using either control
group. Because this approach drops sector-ye#inszetio counts, column (7) repeats the
analysis with a Poisson count model that inclutledll set of observations. The difference-in-

difference drop in university start-up rates is né90o.

Table 3 considers regression evidence at the ihgi@tilevel, using econometric model (2) and
exploiting data for every individual in the Norwagiworkforce. The dependent variable is now
binary, indicating whether a given individual séalta company in a given year. We use a linear
probability model, which allows the inclusion oflimidual fixed effects, with standard errors
clustered by the individual. Non-linear models;tsas logit or probit, show similar resudfs.
Column (1) presents the simplest analysis, witlndovidual-level controls. Column (2) adds
individual and year fixed effects, and column (8dlidionally adds time-varying individual-level
information, including age fixed effects, fixed efts for highest educational degree, marital
status, lagged income, and lagged we#ltihe latter two specifications allow us to confii
population differences between the treatment amtralogroups — either via unobservable, fixed
individual level characteristics or several obsblgand time-varying characteristics — that may
explain individual startup tendencies, includinggible compositional changes with time that
might create shifts around the reform year. Ircica, we see little change in thieeat; x

Post, coefficient when adding these controls, which ssggjthat changes in the socioeconomic
characteristics of the underlying populations ia tleatment and control samples do not drive
the results. Given that most Norwegian workersdiostart companies, columns (4) and (5)
repeat the individual-level specifications whilstrecting the sample to those individuals who
started at least one company in the 2000-2007 ghefitnese regressions show that, conditional
on starting a company at some point, university BhDepreneurs were far less likely to do so

after the reform compared to other active entreguesin Norway. The magnitude of the effect

22 \We use 1-digit sectors because start-up counthiéotreatment group are not large enough to afloatysis for
more granular sector categorizations. NACE isstaadard industrial classification system in thedpaan Union.
#We present the linear probability model primatdyallow inclusion of individual fixed effects amd compare
results with and without these fixed effects. ltagiprobit specifications are also presented belewlternatives
and typically show more precise results (smallendard errors). Given the increased precision sé#rthe non-
linear models, the emphasis on the linear proligihiibdel in the exposition also appears consergatiomplete
results using non-linear models are available ftbenauthors upon request.

% Income and wealth controls for each worker aredcatics in the log of each variable, lagged by pear. Wealth
is provided in the registry data due to the Nonaagax code, which includes a wealth tax.
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in these individual-level analyses remains vergédarFor example, using column (1), the

propensity for university PhDs to start companieslides by 63% after the reforf.

In Table 1A we see that a small minority of Norwagentrepreneurs have advanced degrees,
especially PhDs. Table 4 thus presents furthevithgial-level analysis, using control samples of
workers who share increasingly similar observahkracteristics to university researchers.
Column (1) of Table 4 limits the control group hmse with at least a Master’'s degree and shows
large declines in startup propensities of univgnasearchers compared to this narrower control
group. The remaining columns of Table 4 limit doatrol group to those with PhDs, who thus
match the educational attainment of the univergggarchers. Column (2) suggests a somewhat
less precise effect for this control group usinglihear probability model (p=.11) while non-
linear models show greater precision as shown lumzo (3) (p<.001). Using a propensity score
match to find the single nearest neighbor to eatheusity-employed PhD, with matching based
on age, PhD type, gender, and marital status, #gnitude and statistical significance using the
linear probability model increases, as shown imeol (4). This propensity-score sample
provides the most closely matched control grougmhéouniversity workers. In columns (5) and

(6), the sample is restricted to those who staatddast one company in the 2000-2007 period.
Conditional on starting a company at some point/arsity PhD entrepreneurs were far less

likely to do so after the reform compared to otReD entrepreneurs in Norway.

While the PhD control group shares close observsibidarities to the treatment group, which
may provide identification advantages, this congraup might also be entangled to some degree
by the reform. For instance, the university’s tggimay extend to recent PhD students, to the
extent their innovations are based on researchumed while at the university. Column (7)

thus drops those with recently received PhDs. ®éestightly larger and more precise effects
than before with the linear probability model. Maenerally, to the extent that startups by non-
university PhDs (the control group) could be negdyi affected by the reform, either because
PhDs themselves were recently university-basedrelkers or because they tend to start
companies in partnership with university researghitie difference-in-difference results

% To see this magnitude, consider that the meaheofiependent variable in columns (1)-(3) is 0.00&8Bable 3.
Looking at column (1), we see that university Phir&r to the reform, started companies at a ra@8358 higher,
or at about twice the background rate for the ayefdorwegian worker. After the end of the professprivilege,
university PhDs start companies at a rate 0.00d&®than before, which is a 63% decline in theéarpate.
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comparing university and non-university PhDs wdntdbiased against finding effects, i.e.,

conservatively. One might alternatively imaginaerses of non-conservative biases for this
control sample, although the plausibility for tleéarm positively affecting startups by non-

university PhDs may be limitéd. To the extent that the reform affects non-unighDs in
ways that could lead to biases, one may returnriabttee analyses using broader control

populations, as featured first above.

We can further investigate underlying margins gpanse by university researchers. One
guestion is whether the decline in university gmteaeurship is seen among individuals who
remain employed at the university (the intensivegim versus a decline driven by
entrepreneurially minded individuals leaving théversity (the extensive margin). The latter
case, were it the main story, might suggest suibistit in the accounting for university-based

entrepreneurship rather than a decline in entrgpmship from these individuals.

Table 5 provides evidence to tease out these dioensWe first consider a balanced panel of
individuals over the 2000-2007 period and definee*period university researchers” as those
who were employed at universities from 2000-2002columns (1) through (3), we analyze the
start-up rates for these workers, regardless oftvenghey stay at university, compared against
workers who were not employed at universities akierperiod of our data. This analysis
includes among the treated any start-up createdunjiversity researcher after the individual
leaves the university. The findings are similathite earlier findings. Thus the decline in start-
ups in university settings is not offset by univigrsesearchers departing the university and

starting new firms.

Table 5 further considers the intensive marginstdyers”, defined as university researchers who
are employed at the university throughout the 2P007 period. The control group consists of
workers who were never employed at universitiesnduthe 2000-2007 period. Columns (4)
through (6) show that the “stayers”, who are tligdamajority of university researchers,

experience a large decline in entrepreneurshipe rékults for “stayers” are extremely similar to

% One mechanism might be as follows. To the exteaitnion-university PhD startups compete with ursitgPhD
startups, the decline in university PhD startupghnpotentially encourage more entry by the norvensity PhD
group. This possibility is hard to test specifigahlthough the broader evidence and environmeasdot suggest
it. For example, the non-university PhD startue idoesn’t go up in absolute terms after the ref@mad more
generally university researcher startups are a sa3ll percentage of businesses in any sectorhwhay limit the
plausibility of such competition effects.
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the prior results. Thus there is strong eviderfigeform effects at the intensive margin: the
decline in entrepreneurship came among a consiséemf university employees, who started

firms at lower rates after the reform than theylokdore.
The Quality of Entrepreneurship

Beyond the quantity of startups, we can also camngite quality of startups and whether this
changes after the reform. We examine the ratemisal as well as the sales, employees, and
assets of new ventures. Lastly, we consider meagar the technology-orientation of start-up

firms and the patenting behavior of university staps.

Tables 6A and 6B consider start-up performancerbedad after the reform. As before, we use
differences-in-differences. In Columns (1)-(4)Taible 6A, the control group is the background
population of new ventures in Norway. Column (igws the probability of survival to year 5.
We see a weakly significant but large decline opgEcentage points in the probability of
survival by university start-ups after the refor@onditional on survival, sales also become
substantially lower for university start-ups, whismployment in and the assets of these startups
are negative but statistically insignificant. Whamparing to start-ups by non-university PhDs
in Columns (5)-(8), the results appear broadly lsimn their point estimates but with less

precision, so that there is no statistical sigaffice at conventional levels.

Table 6B considers performance at year 5 usingarpidependent variable for whether the
performance indicator is in the upper quartile effprmance among Norwegian new ventures.
This analysis can account transparently for chamgtse rate of “relatively good” startups while
avoiding upper tail outliers that can otherwisétiafice the resulfs. The threshold for an upper
quartile start-up is 3.3 million NOK in sales andr@ployees at an age of 5 ye&rsThe

findings in Table 6B broadly echo the above resulise probability that a university startup
surpasses the P5ercentile of sales declines by 12 percentagepainconventional
significance levels after the reform, comparedtteeostartups. The probability of surpassing
the 78" percentile of assets at year 5 declines by aaimiagnitude while employment shows

" |In general, evidence suggests that successftiligtaare rare, even in clusters around univergi@ezman and
Stern 2015a, 2015b), and the evidence about fizeisi Table 1A further suggests the thick uppéritiestartup
growth, so that mean regression analysis of pedooa may be driven by outliers.

% The upper quartile is determined across the sall oBw ventures (i.e., including those that doswvive to five
years, for which we impute a value of 0 for sabessets, and employees).
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little effects. As before, effects are statisligateaker, but broadly similar in magnitude, when

using the non-university PhD start-ups as the cbgnoup.

Separately from accounting performance, and wighctiveat that sample sizes become small,
we can further examine whether there is a decthirfegher-technology start-ups. To perform
this analysis, we examine start-up counts agaimbwtuse the Eurostat classifications of 2-digit
NACE codes to exclude (a) manufacturing sectorsatedefined as “low-technology” and (b)
service sectors that are considered “less knowledgasive.?® Table 6C considers the
aggregated counts, using the same regressionTadia 2 but now counting only the remaining,
higher-technology firms.

Table 6C column (1) indicates a substantial decdhrt@gher-technology startups by university
researchers after the reform when compared to higishnology startups in Norway as a whole.
Column (2) shows a negative but insignificant deelcompared to non-university PhDs. In both
column 1 and column 2, tHst dummy is notably negative and significant, indicgtthat
higher-technology start-ups declined more genemljorway after the reform. The decline
seen in théPost dummy is driven by the decline in information armanputing technology (ICT)
startups across Norwa$. Columns (3) and (4) show, removing such ICT sfstfrom the
sample, théPost coefficient is no longer large or significant. eBe columns further show large,
negative effects of the decline in (non ICT) tedbgg-oriented startups from university
researchers, with similar size effects using eitwertrol group’™™ Poisson models (not reported)
rather than OLS show similar effects with increagegtision. The decline in higher-technology
start-ups by university researchers can also heiseéadividual-level analysis, controlling for
individual level characteristic&. Notably, the difference-in-difference declineéchnology
start-up rates in columns (3) and (4) implies a d&p. This decline is larger than the decline

% The Eurostat sectoral classifications by techrioldgntensity can be found at:
http://ec.europa.eu/eurostat/cache/metadata/Anfiggesesms_an2.pdf.

%0 Startups in “computer and related activities” (NA€ode 72) were frequent in the early 2000s in Ngrvas they
were elsewhere.

%1 These findings are also consistent with the figdim Table 2, which analyzed counts at the 1-digittor level.
Overall, PhDs are more active in higher-technolsggtors than the general population and were nuinedn ICT
startups as well. When controlling for sector, thgults become more similar across the contralgso See
columns 5-7 of Table 2 as well as Columns 3 anu Bable 6C.

32 These further analyses follow those in Tables®4nResults are available from the authors uponest.
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for university start-ups generally, indicating tiiase university technology startups fell

proportionately more on average, although this sxceecline is not statistically significatit.

Lastly, we collected the incorporation documentsalbuniversity start-ups to search for patents
by these young firms. In particular, we searchedNbrwegian Patent Office database for
patents where the start-up was listed as eitheapghkcant or the assignee. We found that,
among startups by university researchers founded forthe reform, 12% obtained a patent
within five years of founding. Among university dtgs founded after the reform, only 2%
percent obtained a patent within this window. Tdesline is significant at the 1% level using a
simple t-test.

Overall, integrating across performance measurgestan accounting data, technology-intensity
of the sector, or patenting, these results inditeestart-up performance measures, if anything,

declined after the end of the professor’s privilege
Hidden Ownership

As a robustness check, we further considered whéikesnd of professor’s privilege might
potentially provoke “hidden ownership”, where unsigy researchers continue to start
businesses but attempt to shield their ownerslagamily members or possibly through pre-
existing companies. We can test this possibititiwio ways. First, the Norwegian registry data
identifies the family members of each worker. Vda therefore also examine new venture
activity by the family members of university resgeers and test for any increase, after the
reform, in businesses started by family membersois® the Norwegian business registry traces
ownership of businesses by other businesses. Wtheeefore additionally ask whether
university researchers might own new start-upsrauty through other companies the
researchers own, thus opening a different potemténs of attempting to hide ownership from
the university. Implementing these analyses, we fio evidence for hidden ownership. There
IS no increase in start-ups among family memb#tereover, taking all firms owned by

university researchers, we find zero cases of swdifect ownership of new firm¥.

% Prior to the reform, 27% of university-based stgrs were in higher-technology sectors (41% inalgdiCT);
after the reform only 17% of university-based stpstwere in these sectors (33% including ICT).
3 These analyses are available from the authors reuprest.

21



Summary

In sum, we see a large drop in entrepreneurshimbsersity researchers starting in the year of
the professor’s privilege reform. This decline¥gGappears in a simple pre-post of university
researcher start-up behavior, and it appears slynigage when compared to the background
startup rates for a range of control groups. Dedandividual-level controls do not change this
conclusion, which is driven on the intensive margfiindividual university researchers who
started firms at a substantially lower rate afiier policy reform. We also see a decline in some
accounting performance measures for new ventuagedtby university researchers and,
separately, a substantial decline in universitststps in higher-technology sectors or with
associated patents. Thus, not only does the dquafitstartups by university researchers decline,

but there are declines in several quality meadorabese startups as well.
B. Patents

To study patenting, we follow similar lines as #@repreneurship analysis above but with more
limited data. Recall that university-based patevdse determined by matching Norwegian
inventor names with the NIFU registry of Norwegiamversity researchers (see Section Ill.A).
The resulting dataset cannot be linked to the Ngraveregistry data; therefore, the patent
analysis allows comparisons among inventors ontw@rsity vs. non-university inventors) and
does not contain demographic information, beyondenand address, for non-university

inventors®
The Rate of Patenting

Figure 2A plots the annual number of universityepés (red line, left vertical axis) and non-
university patents (blue line, right vertical axesjer the 1995-2010 period, with the year defined
by the patent application dat®.We see that the non-university patent rate tisesigh the late
1990s and then falls somewhat after 2000. Theeusiity patent rate rises similarly in the late

1990s, with a peak in 2002, the pre-reform yedigreefalling more steeply in the post-reform

% The Norwegian census and business registry datamuanonymized numerical identifier for each ifdiial,
while the Norwegian Patent Office data does notsusd identifiers. Thus we do not have socio-demolgic
information for Norwegian inventors in general faligh, via NIFU, we do have detailed informatiooaithe
university researchers, including age, gender, D, PhD type, and academic department).

% We define a patent as a university patent if asti@ne inventor on the patent matches with a usitye
researcher.
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period. Figure 2B considers the same data on-a/peker basis for the relevant groufs.

Given that the number of Norwegian university reseers rose relatively rapidly over the 1995-
2010 period, the per-worker measures show a lalifferential drop for the university patenting
rate. On average, 1.61% of university researclygpied for a patent in a given year prior to the
reform, while 0.75% of university researchers aggplor patents per year after the reform, for a
53% drop in the per-worker rate. By contrast,ir@ader Norwegian workforce averaged
0.0176% patents per year prior to the reform add%2% after the reform, for a 14% drop in the
per-worker rate. Together, these figures showagpstirop in patenting by university researchers

that is coincident with the professor’s privileggarm.

Table 7 considers regression results, looking ahghs in log annual patent counts per year and
log annual patent counts per worker. Columns iftl) (@) show that the log number of university
patents declines relative to non-university pateitse first column includes a dummy to

indicate the post period while the second colunttuithes application year fixed effects to better
capture the background dynamics seen in FigurBh2Treat; X Post, coefficient indicates a
20% decline in patenting by universities. ColurBnrepeats the analysis for patents per-worker.
Consistent with the larger visual difference-infelieénce in Figure 2B, thBreat; X Post;
coefficient now indicates a 48% decline in the pttey rate per university worker, compared to
the background per-worker rate. Column (4) carsidhe number of unique inventors per

employed worker and finds similarly large declines.

The last two columns of Table 7 analyze the datachnology-class-by-year form, with the
patent counts now constructed at the 1-digit IP@edevel®® This analysis can help account for
compositional changes in the technologies receipatgnts. Column (5) uses the log patent
count as the dependent variable in OLS, while col(®) presents a Poisson count model. We
see that these technology-class level analysetherabgregate count analyses in columns (1)

and (2) show similar results.

Table 8 considers regression evidence at the ihgibilevel. In these regressions, all individuals
are inventors and the question is how the pateméitggper inventor changes for university

37 For non-university inventors, this normalizatisrtiie number of non-university patents dividedhgysize of the
non-university Norwegian workforce.

3 As with the start-up analysis, we use 1-digit gatées because patent counts for the treatmenpgaminot large
enough to allow analysis for more granular techgploategorizations.
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inventors compared to non-university inventors.e Giependent variable is a dummy variable
indicating whether an individual applies for onentore patents in a given ye&r.Column (1)
shows that university-based inventors show a ldrgp in their patenting after the reform,
where the individual university researcher (comdi#il on being an inventor at some point) sees a
4.5 percentage point drop in their probability adgucing a patent during the post period.
Interestingly, this decline almost exactly offsits tendency for university researchers to
produce patents more regularly than non-universitgntors. Thus university inventors move
from being unusually prolific in their patentingearior to the reform to being rather ordinary in
their patenting rate after the reform. This firglis virtually identical whether or not we control
for individual fixed effects or application yeaxrdid effects in columns (2) and (3). Column (4)
provides a robustness check by reducing the safbptk inside and outside universities) to
“rare names” — those individuals whose names appeae or less times in the Norwegian

population as a whole. We see that the resultairesimilar.

Lastly, Table 9 considers whether the decline ivensity patenting may be driven by the exit of
university researchers, or whether it appears ernntiensive margin of university employees
who remain at the university. Commensurate witalsis of Table 5, columns (1) and (2)
consider “pre-period university researchers”, thoskviduals employed at universities from
2000-2002, and then tracks patenting by these ithakNs regardless of whether they remain in
university employ. Columns (3) and (4) focus iast®n “stayers”, examining whether the
patenting decline appears among those who arestensy employed at university in the post
period? The findings are all similar to the results iable 8. Thus the decline in patenting in
university settings is not driven by individual easchers exiting university employment and
continuing to patent. Instead, we see large effentthe intensive margin, so that a consistent
set of individual university inventors patent muebs often after the end of the professor’s

privilege.

% Count data models, where the dependent variale ipatent count for the given individual-yeanpposed to a
dummy variable, show similar results. In practimenditional on patenting in a given year, 87%vkintors apply
for one patent only.

0 To match the start-up analysis, we define stalyased on continual university employment over H@022007
period. The results are robust to alternative esnpkent durations for defining these “stayers”, inthg using the
whole sample period for patents (1995-2010). Theselts are available upon request.
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The Quality of Patenting

Table 10 considers changes in the quality of patgnising a standard proxy measure, the
number of citations that a patent receives (Trageg 1990, Hall et al. 2005). Observations are
individual patents, and we again use differencd#ferences, comparing patents by university
researchers to patents by non-university reseachefore and after the reform. The dependent
variable is the count of citations each patentrbasived through 2014 using the PATSTAT
database. Given the presence of count data, wedayra Poisson model, negative binomial
model, and for comparison OLS in columns (1) thio(8), respectively. Application year fixed
effects are included to capture non-linearitiethimflow of citation counts over tinfé. The final
columns further consider the propensity for unuguaghly-cited patents, where the dependent
variable is an indicator for an upper tail patestading to a given citation threshold. Columns
(4)-(6) use the 78 90", and 99 citation thresholds respectively.

Across specifications, we see a robust declingatians received by university patents. Using
either the Poisson or negative binomial model .gh&an approximate 25% decline in citations
received per patent. As shown by the OLS mode,dhange represents an average loss of 2.2
patent citations. Studying upper-tail patents,fihal three columns further show large declines
in the propensity for university researchers tapice such patents, after the reform.
Interestingly, the treated coefficient in all sgeeations indicates that, prior to the reform,
university patents were more highly cited than moiversity patents. The reform acts to largely
offset this advantage (compare fheeated X Post coefficients with th&reated coefficients),

so that university patents went from being extra@ to ordinary in their citations.
Summary

In sum, we see a large drop in patenting by unityeresearchers after the “professor’'s

privilege” reform. This decline is commensuratenoany dimensions with the findings for start-

*I patenting later in the period provides less timbé cited, leading to the usual pattern of denjribserved
citations in more recent application years. Apdiien year fixed effects help account for this dyi@a An
alternative approach is to only include citatiomsttcome within N years after publication of thedbpatent, and
end the sample N years prior to 2014. In this epgh, citations are only considered when they caittén a
common length of time. This alternative approdchyarious N, yields similar results to those shaw Table 10
(results available from authors upon request).

“2The thresholds are determined, by application,y@amining the citation distribution across adtisd NPO
patents with the given application year.
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ups. The patent rate per worker falls by approxetyeb0%, which is broadly similar to the
decline in the start-up rate. The decline in pétgn like the decline in entrepreneurship, is
driven on the intensive margin of individual unisity researchers who patented substantially
less after the reform. Lastly, citations receiped patent also declined for university patents
after the reform. Overall, and like the start-umalgsis, university patenting exhibited a decline

in both quantity and quality measures.
V. Discussion

This section considers the policy experiment asdlts in light of several existing literatures.
After summarizing the core empirical findings, wstfdiscuss additional evidence from cross-
country and cross-university empirical studiesetphnform potential representativeness for
broader settings. We then consider possible tféglbetween innovative activity and research
activity among university researchers. Finally,digcuss mechanisms in light of our findings
and consider potential applications to literatusggarding rights allocations in innovation and

taxes and entrepreneurship.
Summary of Empirical Results

University researchers are potential wellspringsnbvative ideas that may deliver substantial
social returns. A large literature has soughtridarstand policies that influence innovative
activity by this workforce, and the design of theséicies remains the subject of substantial
debate. This paper investigates a large changational commercialization policy. In the first
regime, under the “professor’s privilege”, univeydrased researchers enjoyed full rights to their
inventions and new ventures. In the second regaftey, the reform, Norwegian university
researchers moved to a one-third / two-third inceplg with the university. Moreover, the
universities each established TTOs to boost comaieation output. The post-reform regime
was designed to look broadly similar to the U.8atp Similar reforms were implemented in

several European countries, including Germany.

The empirical findings suggest that the policy refdvad several, measurable effects. First,
there was an approximate 50% drop in the rate wfventure formation by university
researchers. Second, there was a similar droptenpng. Third, the quality of new ventures

and patents also appeared to decline. Thesefstdikgs appear in sharp contrast to the
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motivations behind the Norwegian policy reform. eTfindings may also raise questions about
similar reforms in other European countries themhielated the professor’s privilege: were the
Norwegian results representative, one would imathaethe rates of start-ups and patenting by
university researchers would rise substantiallywyasld the quality of these innovations, should
universities give the researchers full rights. ®generally, since the post-reform regime looks
like the U.S. regime, among others, the intereghénexternal validity of these findings may

broaden further.
Representativeness

As guideposts on the potential generalizabilityhafse results, descriptive facts may be
informative. On a cross-country basis, LissoniO@0examines the share of academic patents
among domestic patents for several countries. athdemic patenting share in professor’s
privilege countries, when the policy is in placehigh (Sweden is 6%, Finland is 8%, and
Norway is 9%) compared to countries in Europe théinot feature the professor’s privilege
over similar time periods (France was 3%, Italy wés and the Netherlands was 4%%).
Comparing across universities in the U.S., Lach &cliankerman (2008) show that university
licensing income is substantially increasing in thsearcher’s royalty shate.Their regression
estimates suggest at least a doubling in incomepadny universities with a one-third
researcher share to those with nearly full reseangyalty shares. Thus, while such cross-
sectional differences do not control for many plolesconflating factors, and do not study
behavior at the individual level, the cross-sedaiavidence appears broadly consistent with the

patent findings in this paper.

Two new working papers, one studying patentingtaedther studying entrepreneurship, also
consider the professor’s privilege and find evideimcsome broadly similar directions.
Czarnitski et al. (2015) study patenting in Germang find that university researchers patented

“3The U.S. academic patenting share is not cleaniversity-owned patents in the U.S. are 4% btlas.
patents, and samples suggest that these patergdseapperhaps 65-80% of all U.S. patents with excéalinventors
(Fabrizio and DeMinin 2008, Lissoni 2008). Thue #tademic patenting share in the U.S. also apjessrshan
that in the professor’s privilege countries, whiea policy was in place.

*4 Lach and Shankerman (2008) study licensing incacness universities, a type of data not availaieir
context (changes in licensing income cannot beayealsserved since Norwegian universities did natkrlicensing
income under the professor’s privilege regime).r Gantext looks upstream of licensing income tophtenting
itself. The drop in the quantity and quality otgrating after the reform suggests that the pipdindicensing is
substantially diminished.
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less after the professor’s privilege was eliminatétie decline among university researchers is
greater than the decline among researchers inggsearch organizations that were not
affected by the reform, although a puzzling featarthe German case is that the decline in
patenting for both groups appears to start 5 ya@os to the reform and there is little change in
the rate of decline around the reform year (20@2)se. Separately, a recent study by Astebro et
al. (2015) considers PhDs who exit university emplent, comparing the U.S. with Sweden,
which has maintained its professor’s privilege. paper finds that Swedish academics are twice
as likely to exit universities and start firms asSUacademics are, compared to the background

rates for non-university PhDs in their respectigardries.

Overall, the difference-in-difference estimatesbbshed for all new ventures and patents in
Norway appear broadly consistent with other eviderM/hile the effect of the professor’s
privilege is difficult to identify using cross-seémal data, and analyses of new ventures are
especially few, the existing evidence indicates finafessor’s privilege countries have tended to
see greater rates of commercialization activityabgdemics, often by similar magnitudes as seen
through the Norwegian policy shock. These commteslmay suggest broader external

validity from the natural experiment we study.

Nonetheless, important caveats are in order asssesses both the scope of representativeness
and potential policy implications. First, the Nagvan university system is predominantly

public. This feature is common in European coesthut less so in the United States. Itis
possible that the effects of rights-sharing poficieay differ depending on the extent of state
control, although the limited empirical evidencetbis question does not suggestit.

Additionally, the effects of a system-wide chang®yrbe quite different from the effects of a
policy change at a single universffy.Thus the results in this paper may generalizeemor

> For example, the public university may believet ey commercialization income will be lost to poldoffers.
That said, the state also has revenue-orientedtblge (and private universities are typically mmofit with
public-oriented norms), so it is not clear a pribat public universities have more or less peayrii@erests than
private universities. Separately, one may makearagpts about the relative organizational efficieaty
universities, depending on their governance. $hat, Lach and Schankerman (2008) examine U.Sigaibdl
private universities separately and find large@ases in licensing income correlated with the itmenroyalty
share in both governance settings.

“% A system with more heterogeneous royalty strustice., the U.S.) may also allow easier migratibn
innovation-oriented researchers to universitiesraify them higher royalty shares, as argued by laach
Schankerman (2008). This migration effect coultt@ase the elasticity of innovative activity to thgalty share
policy at a given university (by attracting or réimg innovators), yet soften the effect of oneversity’s policies
on the broader innovative output of the nationatem.
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naturally to public university systems, like thasdzurope. Second, given that the Norwegian
TTOs were born with the 2003 reform, one may imeagirat they are not as effective as more
experienced TTOs and that their performance migptove with time. That said, there is no
evidence within the scope of our data that patgriimnew venture rates improve as the years
progress. If anything, the decline appears to @morelative to the controls, but the long-run
effects may be different, given enough time. Mgeeerally, to the extent that Norway’s
researchers, technology orientation, access to lesngmtary inputs (e.g., venture financing),
and broader institutions may differ from those they countries, the findings may not

generalize.
Research Output

Beyond measures of new ventures and patentingersiy commercialization policy may resist
strong prescriptions given the complexity of wedfanalysis in this setting. Tradeoffs between
innovative activities and other activities by unsigy researchers (such as basic research or
teaching), where the social returns may be largenbgeneral are unknown, suggest substantial
care (Thursby and Thursby 2003, National Academyaénces 2010). While a complete
welfare description is infeasible, we can make séumt@er progress by looking at publication
behavior to see if there is any obvious tradeothwther research outputs. This analysis is
provided in Appendix Il. In line with existingwsties (e.g., Fabrizio and Di Minin 2008,
Azoulay et al. 2009, Buenstorf 2009), we find theddemic inventors typically appenore
productive when studying their research publicaioompared to other university researchers.
Academic inventors in our study are found to pr&dnot only more publications but also
publications with higher average citation impa€hese findings, which are robust to field,
researcher age, and university fixed effects, desnggest a tradeoff between invention and

research when comparing across individuals.

Our analysis can also push further, comparingunitgcross individuals, but also looking at
changes within individuals before and after thefggsor’s privilege reform. While finding
adequate control groups raises challenges, wenfinelvidence that the reform (which led to a
substantial decline in patenting) encouraged irsg@gublication output among individuals who
were relatively likely to be affected by the reforfRor example, those university researchers

who patented in the pre-reform period show no ®ean publications compared to closely
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matched researchers who did not patent in thegicgm period. While noisy, point estimates
suggest if anything a decline in publication ougpaitter the reform within individuals. See

Appendix II.

In sum, we find little evidence for a tradeoff beem inventive output and research output. This
finding appears across individuals but also appefen looking within individuals and
harnessing the policy shock of the professor’sil@ge reform. Conceptualizations of science
based on “Pasteur’s Quadrant” may help explainrdsslt, where the same creativity scientific
activity may produce both applied output and neavidedge so that inventive and research
activity become complements rather than substifi8&skes 1997, Murray and Stern 2007).

Mechanisms

For both new ventures and patenting, we find la@ggines in quantity after the reform.
Additional metrics suggest that quality also demiin These findings appear to reject, in our
context, several specific mechanisms as drivingg®for understanding the results, especially
regarding the roles that TTOs may play. First, §imght arguably lower the costs of
commercialization, thus helping university researstovercome the hurdles of patent
applications and new venture market entry (e.ghdgkere and Veugelers 2005). However,
lowering entry costs would be associated with nionevative entry, not less, which the
empirical findings appear to strongly reject. Reta TTOs may perform an important function
“searching the closets” for latent applied reseadelas to increase technology transfer.
However, were this mechanism the driving force weelld expect the quantity of innovative
output from the universities to go up, not dowrhird, TTOs might through commercialization
expertise and/or reputational functions promot&digjuality inventions and new ventures (e.g.,
Macho-Stadler et al. 2007). However, the tenddacguality measures to also decline does not
point to an effective TTO function in this regaad least in our context. In sum, theories
whereby giving the university rights and the enguwreation of TTOs will unleash substantial
additional innovation, either by improving searsélection, or lowering entry costs, appear
inconsistent with our empirical findings. The TT@ay still perform these functions at some
level, but if so the benefits therein are beingredelmed by other forces.

30



A richer perspective, which may explain the findingmphasizes the problem of university
researcher incentives, and how these can be balaviteany rights given to the university

itself. The appropriate allocation of rights beéwenvesting parties is a classic question in
economics and also provides canonical perspeativesidies of innovation (Holmstrom 1982,
Grossman and Hart 1986, Aghion and Tirole 1994eGand Scotchmer 1995, Hellmann 2007).

The professor’s privilege reform is a large shackhe rights regime.

One key element of the reform is the shock to ine@ights. Recognizing the potential
importance of investments by both the universigesecher and the university itself, one can
motivate a royalty sharing regime that favors bailag rights across parties rather than giving all
royalties to one party, as under the professorslege. Appendix | studies these tradeoffs
formally and shows circumstances under which theetbird / two-third split, which is prevalent
in many countries today, could be (second-besfjraf’ The basic presumption here is that
university-level investments are important and carie easily replicated by the university
researcher. Under circumstances where the uniydesiel investments are much less important
than researcher-level investments, royalty shamddwbe optimally balanced toward the
university researché?. Some analyses of commercialization practicegingylittle store in
university capabilities and/or emphasizing incemtonflicts between the parties, have argued
for sharply curtailing the role of TTOs and incriegsresearcher’s rights (Litan et al. 2007,
Kenney and Patton 2009). The empirical analysthispaper appears broadly consistent with

this perspective.

A related feature that could motivate the reforrthes view that university researchers do not
care (much) for income, so that their investmeoémives would be little affected by a loss of
income rights. Taking scientific norms of opennesisously, where scientists place the typical
fruits of their labor (i.e., research articles}ie public domain (Merton 1973), and in many
cases earn far less than in industry, one mighgiineathat scientists have weak pecuniary
interests or otherwise would care little if rightere transferred to the university. The evidence
in this paper, by contrast, suggests that thedbsghts severely diminishes the

*"While proportional sharing of the joint surplusinat provide first-best efforts (Holmstrom 1982jthin the
class of second-best outcomes, some royalty sheegimes may be vastly superior to others.

8 Appendix | takes an income rights perspectivecoAtrol rights perspective will also tend to suddkat rights
should favor the party whose investment mattereni@ig., Aghion and Tirole 1994).
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commercialization activity of university researcherhis finding suggests that, at least among

those researchers inclined to actually engagetengiag or new ventures, rights matter.

Taking an income rights view, the policy shock naéggo provide some insight on the link
between taxation and entrepreneurship among a aldsghly-skilled knowledge workers. In
particular, the loss of income rights can be thawgtn part as increasing the tax rate on
researcher’'s commercialization income. While tiigizonal effect on university investment
distinguishes the experiment from a narrower tgpeexnent on the university researcher, an
income rights perspective suggests that the podifrm provides a lower bound on the effect of
an equivalent tax. Intuitively, should the univBrénvestments be at least weakly
complementary to the researcher’s investmentdattegion effect on the researcher’s income
incentives is offset to some extent by the berméfitniversity-level support. This argument is
shown formally in Appendix I. Based on this reagg, university researchers appear very
sensitive to the effective tax rates on their eig@acome, where a loss of two-thirds of pre-tax
expected income is associated with an approxinifagepercent decline in innovative output, for

a lower bound tax elasticity of 0.75.

It may also be, however, that university inter@std actions create greater commercialization
obstacles for the university researcher, rather graviding support. The professor’s privilege
reform, in giving majority income rights to the uarsity, also gave the university control rights,
and control rights perspectives, emphasizing cotuedincompleteness and the possibility of
hold-up by the university, may additionally dissaaahiversity researchers from undertaking
innovative activities. It is difficult in our coext to separate control rights effects from income
rights effects, although some considerations sudggascontrol rights may not be the key
mechanisms at work here. Ex-post of our empiacalysis, we conducted telephone interviews
with the directors of the TTOs at the three largéstwegian universitie® These TTO

directors emphasized that the university reseanatains important de facto control where the

ongoing involvement of the researcher is essetttiabmmercialization prospects, which is

9 These universities are the University of Oslo, Wmversity of Bergen, and the Norwegian UniversifyScience
and Technology in Trondheim.
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consistent with other literature (e.g., Jensen&mnasby 2001§° The formal contractual
incompleteness challenges may also be mitigatezldieen the ongoing, multi-agent nature of
the university’s relationships with its researchergygesting that relational contracts may limit
hold-up problems (Levin 2002). Lastly, to the extihat transaction cost problems would
materialize as up-front “haggling costs” betweesesechers and universities, one might expect
that the loss of control rights would (like a fixedst) cause the quantity of innovative activity to
decline but the quality to go up, as only the nvastthwhile projects ex-ante would be
attempted. The empirical fact that both quantitgt guality decline would then reject this

view >t

More generally, and integrating across potentiebttes, the policy experiment indicates that
these university researchers appear very sensititresir inventive rights. While scientists
might broadly value freedom over income and opdeatgely according to scientific norms that
emphasize open access to their ideas (Merton B3é8) 2004), there is at least a subset of
university researchers — those on the margin obmapt technology transfer avenues — who

respond with high elasticity to their rights alltioas.
VI.  Conclusion

Following a pan-European policy debate in the 198@my European countries abolished the
“professor’s privilege” in order to boost commeti@ation activities from universities, and
moved to a policy regime similar to the U.S. poayB-Dole. This paper has considered the
policy reform in Norway, deploying registry datadasther datasets that allow us to
comprehensively study new ventures and patenfling policy change transferred two-thirds of
the income rights enjoyed by university researchetbeir university employer. The basic
empirical finding is a large decline, by approxiglat50%, in the quantity of both start-ups and

patenting by university researchers. We also sekn#s in measures of quality for start-ups and

0 We also find, consistent with this qualitativewiethat university researchers are CEOs of thaitt-stps at a
stable rate (about 40% of cases) before and &gpriofessor’s privilege reform. These resultsaaalable from
the authors on request.

*L Our findings instead appear consistent with thespeimphasizing the decline of commercializatioareffy
university researchers, leading to a worseningityudilstribution of their innovations. With a wansing quality
distribution and a fixed cost of commercializatifewer ideas will be started (the quantity effec@onditional on
commercialization, the average quality would alsolithe.
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patents. The declines are robust to using vagounsrol groups for the natural experiment and

are broadly similar when looking across both stqd-and patents.

The paper further discusses potential implicatoithiese findings for university
commercialization policy. Broader interpretatiomgight of literatures on rights allocations in
innovation and taxes and entrepreneurship arecalssidered. The basic finding is that the
“professor’s privilege” policy regime in Norway sdar more university-based start-ups and
patenting than the regime where the university othiesights and gives one-third of the income
to the researcher. This finding raises fundamentaktions about whether much of the world,
which uses university commercialization policieattlook like the ex-post regime in this study,
are producing much less university-based innovatian they could and that many
policymakers desire. Studies of additional poheforms in Europe and the potential for formal

experimentation in the rights regimes employed tiyersities are key areas for future research.
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Figure 1A: University Startupsvs. Non-university Startups
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Figure 1B: University vs. Non-university Startups, per Worker
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Figure 2A: University Patentsvs. Non-university Patents
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Table 1A: Summary Statisticsfor Start-Up Firmsin Norway, 2000-2007

Non University Non University Ph.D. University
Number of Start-Ups 48,844 452 128
Fraction Suviving 100 0.74 0.83 0.87
at 5 years
Mean 5,160 2,308 2,659
(St Dev) (13,282) (4,777) (9,934)
Sales at 5 years Median 1,751 628 183
75" ptile 4,834 2,210 1,550
95" ptile 20,769 10,815 9,374
Mean 3.31 1.68 1.22
(St Dev) (7.77) (3.16) (2.89)
Employees at 5 years Median 1 1 0
75" ptile 4 2 1
95" ptile 13 7 5
Mean 198 220 100
(St Dev) (554) (599) (600)
Profits at 5 years Median 43.1 41.2 -6.50
75" ptile 283 296 215
95" ptile 1,358 1,555 1,555
Notes: Sales, Employees, and Profits are conditiom survival at year 5. Profits and sales aresonesl
in 1000 NOK.
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Table1B: Summary Statisticsfor Entrepreneursin Norway, 2000-2007

Non University

Non University University

Ph.D.
Number of Entrepreneurs 69,496 413 125
Age of Founder, Mean 41.6 47.4 47.8
(St Dev) (9.95) (8.98) (8.90)
Median 40 46 47
Fraction with highest degree 0.23 1 1
Bachelors
Masters 0.09 1 1
Ph.D. 0.006 1 1
Income, Mean 422 752 609
(St Dev) (675) (513) (265)
Median 343 631 527
Wealth, Mean 1,520 1,610 1,140
(St Dev) (12,200) (2,910) (1,550)
Median 449 731 581
Marital Status, Mean 0.59 0.74 0.74
(St Dev) (0.49) (0.44) (0.44)
Median 1 1 1
Fraction male 0.79 0.88 0.94

Notes: Income and wealth are measured in 1000 Ni@&ome, wealth, marital status, and age are
measured in year prior to founding of firm.

Table1C: Summary Statisticsfor Patenting in Norway

All Norway University
Number of Patents 7,341 750
Number of Unique Inventors 6,890 431
Percentage Male, workforce 50.4% 65.9%
Percentage Male, Inventors 94.3%* 92.8%
Period 1995-2010 1995-2010

Notes: *Male percentage for all inventors is eatied using gender for common names in Norway.
(Other gender calculations are not estimates; géodeniversity sample is given directly by NIFU
database and for Norwegian workforce from censtes )da
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Table 2: Startups, Aggregate and Sector Level Analysis

1) 2 3 4) 5) (6) (")
Aggregate Sector
Log Log
Startups Startups
Log Per Log Per Log Log

Startups  Worker  Startups  Worker Startups  Startups Startups

Treated x Post -0.912%* -1.102%* -0.603* -0.667 -0.504*  -0.431* -0.591***
(0.172)  (0.179)  (0.232)  (0.242)  (0.265)  (0.224) .2(B)

Treated S5.477* 1,167 -0.961***  -0.998 -5.214**%*  -1.450***  -0.969***
(0.0546) (0.0614) (0.110) (0.128) (0.229) (0.250) (0.103)
Post 0.0517 0.0163 -0.258 -0.478** - - -
(0.0671) (0.0650) (0.170) (0.113)
Year FE -- -- -- -- Yes Yes Yes
Sector FE -- -- -- -- Yes Yes Yes
Control Norwegian Norwegian  PhD PhD Norwegian PhD PhD
Sample Workforce Workforce workforce workforce Workforce workforce workforce
Period 20002007 2000-2007 5200 2000-2007 2000-2007 2000-2007 2000-2007
Model oLS oLS oLS oLS oLS oLS Poisson
Observations 16 16 16 16 120 108 160
R-squared 0.997 0.849 0.909 0.800 0.97 0.78 --

Notes: Columns (1) and (3) consider aggregate sopet year for the treatment and control groupslui@ns (2)
and (4) consider aggregate counts per worker.colamns (5)-(7), observations are sector x yeatHertreatment
and control groups, with sector determined by titBgit NACE code. Robust standard errors in pdresgs. ***
p<0.01, ** p<0.05, * p<0.1
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Table 3: Startups, Individual Level, All Workers

1) (2) 3 4) 5)
All All All EntrepreneursEntrepreneurs
Workers Workers Workers only only
Treated x Post -0.00450***  -0.00457***  -0.00431*** -0.131*** -0.114***
(0.000974) (0.00110) (0.00111) (0.0283) (0.0285)
Treated 0.00358*** 0.000343 -0.000142 -0.000436 0186
(0.000914) (0.00156) (0.00160) (0.0440) (0.0450)
Post -0.000275*** - - - -
(2.88e-05)
Observations 19,937,044 19,937,044 19,937,044 895,0 535,039
R-squared 0.000 0.164 0.165 0.029 0.032
Year FE NO YES YES YES YES
Individual FE NO YES YES YES YES
Age FE NO NO YES NO YES
Individual time- NO NO YES NO YES
varying controls
Period 2000-2007 2000-2007 2000-2007 2000-2007 2000

Notes: The dependent variable is an indicatomfioether the individual started a company that ydzstimates are
the linear probability model. Non-linear probatyilmodels (Probit or Logit) produce similar resulis discussed in
text. The individual time-varying controls inclutkgged marital status, lagged total years of etitutalummies,
log income, and log wealth. Standard errors arsteted by individual (*** p<0.01, ** p<0.05, * p<D).
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Table 4. Startups, Individual Level, Smilar Workers

(1) (2) 3) (4) (5) (6) (7)
Masters or Ph.D. Ph.D. . Ph.D. Ph.D. Ph.D.

more Ph.D. Logit Propensity  Entrepreneurs Entrepreneurs Earned pre
Score Match only only 2000

Treated x Post ~ -0.00339*** -0.00231 -0.00177** -0.00382** -0.0865*** -0.0878* -0.0028*

(0.00114)  (0.00143)  (0.199) (0.00190)  (0.0284)  288)  (0.0015)
Treated 000072  -0.00135  -0.00006  -0.00142 00478  0.0474 -0.0011
(0.00165) (0.00190)  (0.0005)  (0.00267)  (0.01999) .0Z00)  (0.0021)
Observations 1222103 97,660 97,167 55,800 4.029 4,029 78.467
R-squared 0.173 0.177 . 0.271 0.017 0.030 0.165
Year FE YES YES YES YES YES YES YES
Individual FE YES YES NO YES NO NO YES
Age FE YES YES YES YES NO YES YES
Individual time-
e s YES YES YES YES NO YES YES
Period 2000-2007 22%%07' 2000-2007  2000-2007  2000-2007  2000-2007  2000-2007

Notes: The dependent variable is an indicatomfioether the individual started a company that ydzstimates are
the linear probability model, except in column {@hich computes Logit, marginal effects. Column (&3tricts

sample to Norwegian workers with at least a mastdegree. All other specification restrict santpléNorwegian

workers with a least a Ph.D. The individual timaying controls include lagged marital status, &tytptal years
of education dummies, log income, and log weaPnopensity score matching predicts treatment s{atuisersity

employment) using age fixed effects, detailed Plype fixed effects, gender, and marital statusan&ard errors,
in parentheses, are clustered by individual (**03l, ** p<0.05, * p<0.1).

Table5: Startups, Individual Level, Intensive Margin

(1) (2) (3) 4) (5) (6)
Pre-Period University Researchers Stayers
All Ph.D. Ph.D., Logit All Ph.D. Ph.D., Logit
Treated x Post -0.00495*** -0.00302* -0.00240*** -0.00502*** -0.00305* -0.00248***
(0.00130) (0.00165) (0.000616) (0.00138) (0.00178p.000625)
Treated - - 0.000134 - - 0.000134
(0.000722) (0.000722)
Observations 16,523,512 66,310 63,161 16,521,472 ,2764 63,996
R-squared 0.153 0.159 -- 0.153 0.159 -
Year FE YES YES YES YES YES YES
Individual FE YES YES NO YES YES NO
Age FE YES YES YES YES YES YES
Individual time-
varying controls YES YES YES YES YES YES
Period 2000-2007 2000-2007 2000-2007 2000-2007 2000  2000-2007

Notes: The dependent variable is an indicatomfoether the individual started a company that ydzstimates are
the linear probability model, except in columns &)d (6), which report marginal effects from logggressions.
The control group is all Norwegian workers in cohsn(1) and (4) and non-university PhDs in othewuguois.

Individual time-varying controls include lagged rtalrstatus, lagged total years of education durapiag income,
and log wealth. Standard errors, in parentheses;lastered by individual (*** p<0.01, ** p<0.05,<0.1).
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Table6A: Start-up Performanceat Year 5

@) @ @®) @) 5) (®) ™) ®)
Survive Log Sales Emlp;?c?yees AI;cs),gts Survive  Log Sales Em;?c?yees AI;cs),gts
Treated x Post -0.1510* -0.9366** -0.0337 -0.5341 -0.0820 -0.7436 0.0827 -0.4037
(0.0868) (0.4489) (0.1274) (0.3557)  (0.1047)(0.5574) (0.1449) (0.4045)
Treated 0.0326 -0.4647 -0.2682**  0.0758 -0.0102 -0.0461 -0.2011* 0.2476
(0.0547)  (0.2916) (0.0878) (0.1962)  (0.0689)(0.3828) (0.1025) (0.2572)
Observations 48,972 36,172 44,277 36,199 580 485 543 485
R-squared 0.0419 0.1441  0.0914 0.0437 0.317 0.1657 0.1378 0.1327
Year FE YES YES YES YES YES YES YES YES
2-digit sector FE ~ YES YES YES YES YES YES YES YES
Control Sample  Norway Norway Norway Norway Non-Uni  Non-Uni  Non-Uni  Non-Uni
PhD PhD PhD PhD

Notes: Dependent variables are indicated at tamoh column and indicate performance at yeares tfe
founding year. Firms all founded 2000-2007, andggemance data is then 2005-2012. Robust staretaods in
parentheses (*** p<0.01, ** p<0.05, * p<0.1).

Table6B: Probability of Achieving 75™ Percentile Performance at Year 5

(1) (2) 3) (4) 5) (6)
Sales Employees Assets Sales Employees Assets
Treated x Post  -0.1198** 0.0170 -0.1303* -0.1091* 0.0155 -0.0695
(0.0490) (0.0536) (0.0757) (0.0628) (0.0663) (0393
Treated -0.0262 -0.1032%** 0.0810 0.0169 -0.0418 0.0507
(0.0452) (0.0373) (0.0550) (0.0547) (0.0484) (0M68
Observations 48,972 48,972 48,972 580 580 580
R-squared 0.0591 0.0585 0.0283 0.1197 0.1036 0.0813
Year FE YES YES YES YES YES YES
2-digit sector FE YES YES YES YES YES YES
Control Sample Norway Norway Norway Non-Uni PhDNon-Uni PhD Non-Uni PhD

Notes: Dependent variables are binary indicatora€hieving at least the ﬂ?@ercentile of performance in the
indicated measure, where thé"ffercentile is defined for Norwegian startups aale. Robust standard errors in
parentheses (*** p<0.01, ** p<0.05, * p<0.1).
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Table6C: Start-up Sectors

1) 2 3) 4)
Log Startups  Log Startups Log Startups Log Startup
Treated x Post -0.727** -0.277 -1.239%** -1.245%
(0.322) (0.391) (0.352) (0.632)
Treated -4.046*** -0.484* -3.201*** 0.520
(0.263) (0.243) (0.265) (0.434)
Post -0.252* -0.701** -0.0305 -0.0240
(0.117) (0.251) (0.0809) (0.531)
Observations 16 16 16 16
R-squared 0.987 0.673 0.978 0.386
Control Sample Norwegian PhD Norwegian PhD
Workforce workforce Workforce workforce
Startup Type Higher Higher Higher Tech, Higher Tech,
Tech Tech No ICT No ICT

Notes: Dependent variables are log of start-umtfor the indicated startup-type in the last aftable.
Robust standard errors in parentheses (*** p<0*®p<0.05, * p<0.1).
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Table7: Patents, Annual Rates, Aggregate and Technology L evel Analysis

1) 2 3 4) ®) (6)
Aggregate Technology
Log Log Log Patents Log Inventors Log
Patents Patents per Worker  per Worker Patents Patents
Treated x Post -0.228* -0.228** -0.647*** -0.728*** -0.257*  -0.24%*
(0.131) (0.089) (0.112) (0.208) (0.137) (0.057)
Treated -2.089*** -2.089*** 4.499*** 7.614%** -2.060%* -2, 064***
(0.110) (0.073) (0.063) (0.099) (0.103) (0.173)
Post -0.066 -- - -- -- --
(0.054)
Application
Year FE NO YES YES YES YES YES
Tech Class FE -- -- -- -- YES YES
Control !\lon . !\lon . !\lon . !\lon . !\lon . !\lon .
Sampl University University University University  University University
ple
Inventors Inventors Inventors Inventors Inventors Inventors
Model OoLS OLS OLS OoLS OoLS Poisson
Observations 32 32 32 32 236 256
R-squared 0.98 0.99 0.99 0.99 0.87 --
Period 1995-2010 1995-2010 1995-2010 1995-2010 -P@IH 1995-2010

Notes: In columns (1)-(4), observations considgragate patent counts for the treatment and cogtonips, by
year. In columns (1)-(2) we consider log annuakptitounts, while columns (3)-(4) consider log deyer
worker, where worker count is the Norwegian workéofor the control sample and worker count is thiearsity
researcher workforce for the treatment sampleolarans (5)-(6), observations are technology clagsar for the
treatment and control groups, with technology ctietermined by the 1-digit IPC code. Model is Boisfor count
data, which allows incorporation of zero counRobust standard errors in parentheses, except ogléhwhich
clusters standard errors by technology class (#8091, ** p<0.05, * p<0.1).
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Table8: Patents, Individual Leve, Inventors

Dependent variable: Indicator for patenting ivegi year

(1) (2) () (4)
All Inventors All Inventors All Inventors Rare Na®
Treated x Post -0.045%** -0.044**=* -0.045*** -0.037
(0.011) (0.011) (0.011) (0.016)
Treated 0.049%** 0.048*** 0.042%** 0.040**
(0.009) (0.009) (0.012) (0.017)
Post -0.006*** - - 0.017***
(0.002)
Application Year FE NO YES YES YES
Individual FE NO NO YES YES
R 0.00 0.00 0.00 0.00
Obs 109,184 109,184 109,184 75,008
Period 1995-2010 1995-2010 1995-2010 1995-2010

Notes: The dependent variable is an indicatomeether the individual patented at least onceyhat. Estimates
are the linear probability model. Standard erphustered by individual (* p<0.1; ** p<0.05; *** p&01).

Table9: Patents, Individual Level, Intensive Margin

Dependent variable: Indicator for patenting ivegi year

1) (2) (3) (4)
Pre-Period University Researchers Stayers
Treated x Post -0.045%*** -0.045*** -0.047*** -0.048&*
(0.012) (0.012) (0.015) (0.015)
Treated 0.047*** -- 0.049*** --
(0.009) (0.012)
Post -0.005** -- -0.005** --
(0.002) (0.002)
Application Year FE NO YES NO YES
Individual FE NO YES NO YES
R 0.00 0.00 0.00 0.00
Obs 105,840 105,840 104,928 102,864
Period 1995-2010 1995-2010 1995-2010 1995-2010

Notes: Following Table 5, in columns (1) and (2 treated sample includes university researcheptoged at the
university from 2000-2002, regardless of whethelytiemain at university after the reform. In cohar{3) and (4),
the treated sample contains researchers who #re aniversity throughout the 2000-2007 periodsuits are
similar using the full sample period (2000-2015y&dine these “stayers”. In all cases, the corgamhple is
inventors who were never employed at universitpuighout the sample period. Standard errors chibtey
individual (* p<0.1; ** p<0.05; *** p<0.01).
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Table 10; Patents, Citations Received

) 2 3 4) ®) (6)
th h h
Citation Citation Citation 75 . o0 . od :
Count Count Count percentile  percentile  percentile
patent patent patent
Treated x Post -0.250* -0.292** -2.245** -0.474**  -0.386* -1.574*
(0.152) (0.149) (0.900) (0.178) (0.231) (0.810)
Treated 0.341 %+ 0.348*** 2.516%*** 0.527*** 0.533** 1.022%**
(0.099) (0.098) (0.827) (0.107) (0.144) (0.355)
Application YES YES YES YES YES YES
Year FE
Regression . Negative . : .
Model Poisson binomial OLS Logit Logit Logit
R - - 0.04 - - -
Obs 7,162 7,162 7,162 6,831 7,162 7,162

Notes: In columns (1)-(3) the dependent variablihé count of citations received by each pat@ulumns (4)-(6)
examine the propensity to produce unusually higlitlgel patents. The dependent variable in theseyowd is an indicator
equal to 1 if the patent receives citations athmva the indicated threshold. Robust standamt®im parentheses (*

p<0.1; ** p<0.05; *** p<0.01).
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Appendix I: A Simple Formalization

Numerous countries maintain systems where the tsityenot the researcher, receives the
majority of commercialization income. To sharpke tdeas behind these policies (which
includes Norway after the professor’s privilegeorei and the U.S. after the Bayh-Dole Act), we
introduce a simple formalization in the spirit oblshstrom (1982). Namely, consider a
policymaker that seeks to encourage the flow ofro@ncially-valuable innovations from
universities. This policy must balance the incgggiof individual researchers with that of the
university itself, which may make complementaryastments that support successful
technology commercialization. The policymakergdeis rules on the allocation of rights

assigned to each party.

To fix ideas, let a researcher have a unit of tohehich a share is devoted to producing a
commercially-valuable innovation and the remainter s is used for other tasks (like basic
research, teaching, or leisure). The universityalao make investments (e.g., through a TTO)
that facilitate the discovery and commercializatbdiechnologies. By making an investment

the university improves the commercial successresaarcher's insight.

Let the expected value of innovations that reselt (3, x), which is increasing and concave in
both arguments and where the inputs are complenepts 0). The policy parameter is the
portiona that accrues to the individual researcher, leagipgrtion1 — « for the university. As
Aghion and Tirole (1994) and Scotchmer (2004) hawghasized in innovation contexts, giving
all the rights to one party can make the first-loificult to achieve given the desire to
incentivize investment by both parties, and as Htdlom (1982) emphasized broadly, there can

be deep challenges in achieving first-best outconmeethe rent-sharing parameter

In particular, given a researcher investing commercialization activities, the universityhszs

the problem
X = argmax,[(1 — a)v(s, x) — rx] (A1)

where the cost per unit of investmentisThe university's investment level is thus sévsito

their expected share of incomer- a.
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Meanwhile, let the individual researcher have cliasiar preferences in income so that, for a

givenx, the researcher solves the problem
§ = argmax[av(s,x) + G — 6s] (A2)

The researcher earns (s, x) + G, whereG represents the individual's academic salary cgroth
non-commercialization inconté. The disutility of commercialization effort (i.the loss of time

for basic research, leisure, or other activitiegjiven bygs.>®

With this simple approach, we can now examine tash\Nequilibrium that emerges where the
researcher and university make their choi€éemdx, as above, given the policy environment
A key observation is that, with complementaritiebAeen university and researcher
investments, innovative output may not be maximiaed = 1, i.e. with a “professor’s
privilege”>* Moreover, taking some rent share from one party nw only create more

innovation but also encourage the party with thdidieg rent share to exemoreeffort.

To understand the role of such complementaritiessicer a standard labor supply diagram for
the researcher (see Figure A.1) and consider hewettearcher’s budget constraint rotates in the
presence of changes in the researcher’s rent shaeenormal labor supply problem, increasing
the tax rate on earned income will rotate the budgestraint counter-clockwise around the
point C. This rotation generally creates two @Bedhe substitution effect will dissuade effdrt a
the task, while the income effect pushes the otfasr, leading to the standard theoretical
ambiguity linking tax rates and labor effort. Helnewever, we have turned off income effects
given the quasi-linear preferences of (A2), sosthiestitution effect will determine the worker’s
response. Nonetheless, the presence of complentiestan investment makes the direction of
the rotation itself ambiguous. The slope of thdd®i set at an interior solutionds, (3, X) (see
point B in Figure A.1). Since the equilibrium inie®nt of the university is a function af i.e.,

X(a), there is both a direct effect of reducing theeagsher share, rotating the budget line

%2 For simplicity and to focus on the issue of compdetarity, we take quasi-linear preferences, which off
income effects and also remove considerationssifaversion.

3 For simplicity, we will consider the model takifigas fixed, although more generally this could besatered as a
taste parameter drawn from a distributiof@). Thus, in general, some fraction of researchexg participate in
commercialization activities while others may not.

**For example, this result appears directly for alBouglas production function or more generally reheach
input is necessary to positive productioris,0) = v(0,x) = 0). In such cases, either= 1 ora = 0 would not
produce positive commercialization output, as caypwould not invest.
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counterclockwise (like a standard tax), and anredieffect, via changes in the university

investment, that can rotate the budget line closkwvia complementary investment). Formally,

Lemma. Researcher investment is increasing in a if and only if v,(§,%) +

av,,(8, %)X (a) > 0. Moreoever, for the professor's privilege,x'(a) < 0 at a = 1.

Proof. By the first order condition for the universigsearchers is chosen such that
av,(8,x) = 6. Totally differentiating this condition with resgt toa we have

v1(8,%) + av,,(8, X)X (a)

§'(a)

avqq

Noting thatv,, < 0, it follows that$'(a) > 0 iff v,(8,X) + av,,(5,X)x'(a) > 0. Hence the
first part of the Lemma. From the maximization pewb for the university (see (1)), it follows
by inspection that = 0 ata = 1. Thus,x must be weakly larger far < 1. Therefore

() <O0ata=1.

The first term in the Lemmay,, represents the “tax effect” fromy while the second term,
av,,X' (), captures the “complementarity effect” framoperating through the university’s
investment decision. By inspection, in the abseriammplementaritiesf, = 0), researcher
investment increases in the researcher’s rent Shafewever, in the presence of
complementaritiesif, > 0), and where the university’s investment is incirggien the
university’s rent sharet((a) < 0), researcher effort may actually decline in treesgcher’s rent
share. Indeed, starting with a “professor’s pegé” where the researcher has all rights to an
innovation ¢ = 1), the university does not invest: increasingrér@ share to the university can
then encourage greater university investmenttlisdn turn may encourage more
(complementary) investment by the researcher A @gethe researcher’s share of the pie is

declining.
An Example that Can Motivate the Reform

A simple example can further illustrate the potahtinon-monotonic relationship between a
party’s rent share and their equilibrium effortdevin particular, consider a CES production

function

%> Recall again that we are turning off income effetir focus. If preferences were not linear iroime, then taxing
a researcher more could alternatively encourage ®fort via a sufficiently strong income effect.
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v(s,x) = [A;sP + A, xP]P/P (A3)

with returns-to-scale parametgrand elasticity of substitution = 1# Equilibrium investment

levels and innovative income are shown in Figur2 &s a function of the poliay for

illustrative parameter®. We see that both researcher and university imasts increase as one
initially moves away from the professor’s privilegikndeed, this example is constructed to show
a case where net innovation income from universéged researchers peakgat 1/3. Thus,
emphasizing complementarities in investment mayigeoa natural logic for reforming the
“professor’s privilege” in the vein of several Epean countries — and the similar balance

between researcher and university rent shares fufterd in the United States today.

Of course, given that the empirical findings shodealine in the quantity and quality of both
start-up activity and patenting, the candidate ftbtcal example in Figure A.2 appears rejected
by the data. Alternative examples in the incorgats framework that match the findings are
similarly easy to construct. For example, while &xample in Figure A.2 assumed that the
productivity of the researcher and the universigyequivalent4; = 4,), an alternative where
the researcher’s role is substantially more impuirfé; > A,) and the inputs are gross
substitutes can push the commercialization pediket@orner solution where the professor is
given full rights, as in the pre-reform regime.

Application to Tax Rates

This income rights framework can also generatargiication for the effect of taxation.

Namely, the decline i can be thought of in part as increasing the tex@a researcher’s
commercialization income. The policy change (lamgrr) acts both as a tax on researcher
income and an incentive for complementary investsby the university which may, ceteris
paribus, raise the return to the researcher’s tmvast. The additional effect on university
investment distinguishes the experiment from aaveer tax experiment on the university
researcher’'s commercialization income. Howevedeurthe conditions of the model, the shift in

« provides a lower bound on the effect of an eqeinatax.

%5 Namely, for this illustration we sdt, = A, = 1 so that the inventor and university are equalbydpictive in their
investments;p = 0.5 so that there is decreasing returns to s¢ake;1 andr = 0.1 so that the costs of investment
are higher for the individual than the universiypdp = 1/3 so that the inputs are complements but neithertiigp
necessary for positive output.
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To see this application formally, define a tax rateearned incomd, — 7, so that a researcher’s

after tax income is
y =1t(av(s, x) + G) (A4)

Write the equilibrium commercialization effort dfe individual researcher &éa, 7). Now
compare two policy regimes, a tax regime wherer) = (1,c¢) and a rent-sharing regime

where(a,7) = (c,1), so that the tax rate and rent-sharing rate aegoivalent size.
Lemma. $(1,7) < $(a, 1) fora = 1.

Proof. By the first order condition for the universigsearchels is chosen such that
Tav,(8,x) = 6. The first order condition for the “tax” case whéa,7) = (1,c) isthen

cv1(5(1,¢),x(1,¢)) = 6. The first order condition for the “property righallocation” case
where(a,7) = (¢, 1) is thencv; (5(c, 1),x(c, 1)) = 6. It therefore follows that

2 (§(1, c),x(1, c)) =1 (§(c, 1), x(c, 1)). (A5)

Now note thatc(c,1) = x(1,c) = 0, since the university does not invest when itiasights

(see (Al)). Therefore, withy, > 0 (i.e. maintaining the assumption that investmeangs
complements), (A5) can only holdt1, c) < §(c,1). Hence the Lemma.

Based on this reasoning, university researchersaapgery sensitive to the effective tax rates on
their expected income. Noting thain the policy experiment is increased by two-thiehd that
the ensuing decline in start-up and patenting rigtapproximately one-half to two-thirds, the

implied elasticity to an equivalent tax ratéas a lower bound of 0.75.
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Appendix I1: Analysis of Publications

The end of the professor’s privilege may separaéct university researchers’ publication
behavior. To the extent that marketplace innovaliecomes less appealing, the individual
university researcher may shift effort toward otaetivities, including basic research, teaching,
or leisure. The university commercialization lgmre has been concerned particularly with the
balance between commercialization effort and reseetffort, noting potential welfare tradeoffs
should patenting or start-up behavior come at ¥perse of basic research (e.g., National

Academy of Sciences 2010).

To inform this issue, we collected all Web of SciefWOS) publications with at least one
Norwegian address and then matched this data, lsssadthor name, to the NIFU database of
university researchers. This approach allows ustegrate publication data and patent data for
the university researchers. Further, the NIFU loga incorporates demographic information
about university researchers, including doctoedtlfiPhD cohort, age, and gender among other

observabled’

In assessing potential tradeoffs between commeratain and research activities, a central
guestion is whether these activities are subssitatecomplements. On the one hand, viewed
from the perspective of a budget constraint (iretemd/or money) effort at one task may seem to
detract inevitably from the other. However, to éx¢ent that the researcher substitutes
commercialization activity against leisure or othen-research activities, commercialization
activity need not come at the expense of basi@areke On the other hand, viewed from the
perspective of the knowledge production functiomovative and basic research activities may
be complements. For example, effort in creatingmable inventions may spark an individual’s
research insights, which in turn increases an iddal’s publication output (e.g., Stokes 1997,
Azoulay et al. 2009).

" The WOS provides an author’s last name and fiitial only. Given the potential increased matchimgse with
the limited information on first name, the analys&gow focuses on the sample of individuals with foequency
names in Norway. These are individuals for whoeftill name (from the NIFU data) appears three=es times in
Norway as a whole. In practice, this drops 20%hefmatched sample. In any case, using the fulptashows
similar results
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To shed light on these issues, we first analyzetihdreuniversity researchers who patent
(“university inventors”) tend to publish more ostethan university researchers who do not
patent. We find strong evidence that universiyeimtors tend to publish substantially more
papers and also more highly-cited papers. TaklecAlumn 1 shows that university inventors
average an additional 0.67 journal publicationsygar. Given an average publication rate of
1.08 publications per year for university researshihe publication rate of the inventors appears
about 60% greater. Column 2 shows that the puldicadvantage of university inventors is
robust to controlling for year, PhD cohort, univgrsand doctoral field fixed effects, as well as
gender. The robustness to doctoral field fixee@f shows that the heightened publication
activity of university inventors is not due to ttidferences between, say, material science and
economics, but rather appears within the same. fi€lolumns 3 and 4 reconsider publication
volume counting “fractional publications”, where author receives 1/N credit for a paper,
where N is the number of authors. The increasétigatiion rate of university inventors is
robust to this alternative accounting. Columns& @& consider mean citations received per
publication and show that the average citation ichp&university inventors’ papers is
substantially higher than the citation impact furey university researchers. Collectively, these
findings suggest that university inventors are ety productive researchers, producing both
more papers and more highly-cited papers than timgirpatenting counterparts. This finding

appears both across and within fields.

The greater publication output of university in@stmay suggest that patenting and publication
activities are complements in production (e.g.,rzadand Di Minin 2008, Azoulay et al. 2009,
Buenstorf 2009). However, the positive correlasiomTable A.1 may also be driven by an
individual-level effect, where some researcherssargly more productive at both tasks. Then
patenting and publications may still be substitutéhin a given individual. The question of
whether patents and publications are complemergalastitutes at the individual level is thus
unclear — and remains an important question fagssssg potential tradeoffs with basic research

that may emerge from university commercializatiotigies.

The professor’s privilege reform provides an oppoitly to further investigate this issue by

looking at how the publications within individuaksspond when the incentives to patent
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change’® We again take a differences-in-difference appiphat face a limitation. Namely,
publications outside universities are rare in Norwahich makes control groups outside the
university context (and hence unaffected by therrej difficult to find>® Nonetheless, we may
proceed on a different tack, noting that patenisngequestered within a relatively small number
of disciplines within universities so that a chamggatent incentives may naturally affect some
university researchers far more than others. Aessgon approach can then study publications
by asking whether a treated group, for whom patgnmatters relatively strongly, changes their
publication output compared to other universityesgshers, who would presumably be less

affected by the reform.

We consider two types of analyses along these.lik@st, organizing the 35 different PhD
disciplines in the Norwegian data, we find 15 datines for which university researchers never
patent between 1995 and 2010. By contrast, inajné& PhD disciplines by patent propensity,
university researchers produce patents in 1.2%s#archer-years. Table A.2 considers
regressions that compare individual researchetfseimop 5 patenting PhD disciplines (the
treated group) with those in PhD disciplines whgatenting has not occurred (the control
group). The regressions include individual fixé@ets which allow us to focus on within
individual changes. In column 1, we first consittex tendency to patent. In line with the
analysis in Section IV.B, patenting rates decliaisr the reform for individuals in the patent-
heavy disciplines. The following columns investegaublication measures. The findings
indicate that individual university researcherpatent-heavy fields do not measurably change
their publication rates after the reform comparedriversity researchers in patent-free fields.
The potential exception is that average citatiopaot appears to decline within individual
researchers in patent-heavy fields, after the nefofhe statistical significance of this finding is

however, not robust to other reasonable specifinatalong these lines, including those below.

*8 Note that this analysis examines the interplagaiénting and publications; entrepreneurship mayvsh
different relationship with research output. Rett&t we cannot link publications to the univey@ntrepreneurs,
because the entrepreneurship analysis uses an@d/mezsonal identifiers in Norwegian registry datagi.e., we
do not know the entrepreneurs’ names).

%9 In particular, examining WOS publications wifbrwegian authors that do not match to universigearcher
names, we see that these authors only publishioriea years, on average, which is also about enthtthe
publication rate for university researchers. thigs difficult to find a relevant non-universitgrtrol group for
publications in Norway.
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A possible difficulty with the analysis in Table\s that, even in patent-heavy fields, most
researchers do not patent. Therefore, any puldicaffects on “patent-sensitive” researchers
may go undetected by mixing them together witheéhwbko have no intention to patent. An
alternative approach then is to focus explicitlyumversity researchers with a demonstrated
interest in patenting; i.e., individuals who patshbefore the reform. We can then ask whether
these specific university inventors, upon the nefochanged their publication behavior. Table
A.3 considers this analysis. In columns 1-4, thetiol group is all other university researchers.
In columns 5-8, the control group is constructeafithe two nearest neighbors for each pre-
reform university inventor, where the nearest neayk share the same PhD discipline as the
university inventor and have the closest averageb®u of publications per year in the pre-
period. Columns 1 and 5 consider patenting toioorthat the patenting behavior of these
individual inventors drops substantially after tkéorm. The remaining columns, which consider
publication measures as indicated in the tableysimstatistically significant changes. |If
anything, the coefficients tend to be negativegsstng that publications of university inventors

may have relatively declined.

Together, these analyses show no indication thata@ease in publications acted as a kind of
“silver lining”, offsetting the decline in univetgibased innovation detailed in main text. On
net, the publications do not appear clearly aseitbmplements or substitutes for more applied
innovative activities. A tradeoff between inventaetivity and publication activity does not
visibly emerge at the individual level, which cali$o question the concern that university
commercialization activity comes at the expenseasic research.
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Figure A.1: Researcher Utility Maximization and Effort at Commercial | nnovation
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Figure A.2: Investment and Innovation as Function of Researcher Rent Share (a)
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TableA.1: ThePublication Output of University Inventors

1) 2) 3) (4) (5) (6)
Publications  Publications Fra_ctional Fra_ctiopal !\/Iefan !\/Iefan
Publications Publications Citations Citations
University Inventor 0.668*** 0.487*** 0.177*** 0.13*** 3.317** 1.945**
(0.188) (0.185) (0.051) (0.051) (0.976) (0.979)
Doctoral Field FE No Yes No Yes No Yes
PhD Year FE No Yes No Yes No Yes
Year FE No Yes No Yes No Yes
University FE No Yes No Yes No Yes
Gender No Yes No Yes No Yes
R 0.00 0.08 0.07 0.00 0.05 0.04
Obs 49,640 49,640 49,640 49,640 49,640 49,640
Notes: Regressions are OLS. Observations areithdiyname by year. The sample mean of the depénde

variables are 1.08 (publications), 0.30 (fractigmablications), and 6.06 (mean citations). Doctéigddl fixed
effects account for differences between 35 diffefiefds. The sample is limited to university rasghers with rare
names, though using entire sample produces sinsiailts. Standard errors clustered by individtigd<0.1; **
p<0.05; *** p<0.01).

TableA.2: TheChangein Publication Output within Individuals -
Patent-Heavy vs. Patent-Free Resear ch Disciplines

1) () 3) 4)
L Fractional Mean

Patents Publications Publications Citations
Patent-Heavy x Post -0.006** 0.025 -0.034 -1.971***

(0.003) (0.1207) (0.024) (0.657)
Individual FE Yes Yes Yes Yes
Year FE Yes Yes Yes Yes
R? 0.25 0.00 0.64 0.00

Obs 17,329 17,329 17,329 17,329
Notes: Regressions are OLS. The patent-heavyasttterms are absorbed by the individual and fieed
effects, respectively. Patent-heavy fields aredipes (of 35) PhD disciplines by patent propensitya per-person
and per-year basis. Patent-free fields are th@fl35) PhD disciplines with zero patents by unsigrresearchers
from 1995-2010. Observations are individual namgdnar. The sample is limited to university reséars with
rare names, though using the entire sample prodiiicglgr results. Standard errors clustered bjviddal (*
p<0.1; ** p<0.05; *** p<0.01).
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Table A.3: TheChangein Publication Output within Individuals -
University Inventorsvs. Non-Inventors

(2) 2 3 (4) (5) (6) (7 (8)
Control Group: All Other University Researchers n€ol Group: Nearest Neighbors
L Fractional Mean L Fractional Mean
Patents Publications Publications Citations Patents Publications Publications Citations
Inventor -0.120*** -0.122 -0.073 -1.774 -0.123**  -0.177 -0.050 0.583
X Post (0.018) (0.194) (0.057) (1.414) (0)018 (0.275) (0.073) (1.982)
Indiv FE Yes Yes Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes Yes Yes
R? 0.26 0.75 0.64 0.32 0.23 0.77 0.61 0.35
Obs 49,640 49,640 49,640 49,640 3,694 3,694 3,694 ,6943

Notes: Regressions are OLS. The inventor andtposis are absorbed by the individual and yeadfedects,
respectively. Inventors are those university redess who patented prior to the reform. In colar(i)-(4) the
control group is all other university researchdrscolumns (5)-(8) the control group are the tveaurest neighbors
to the inventor based on pre-reform publicatioesatonditional on being in the same PhD field s&tations are
individual name by year. The sample is limiteditiversity researchers with rare names, thoughgusia entire

sample produces similar results. Standard errosgaried by individual (p<0.1; ** p<0.05; *** p<0.01).
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