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Abstract
Empirical evidence and models of firm dynamics ascribe an important job creation
role to new businesses and a particular sensitivity of young firms to economic shocks.
Studying the role of new businesses in the economy’s response to economic shocks
is difficult due to the complicated causal connections between economic growth and
entry. The recent revolution in shale oil and gas extraction—which created rapid,
strong gains in economic activity in areas possessing certain geological characteristics—
presents a unique opportunity to study the response of firms—both new and existing—
to an expansion of local economic conditions. Using a diff-in-diff research design, we
show that establishment entry accounts for most of the employment growth in shale
regions; new firms and new establishments of existing firms account for about a quarter
and three quarters of the increased growth rates, respectively, relative to plausible
counterfactuals. Cumulatively, establishments that opened after the shale boom began
account for three quarters of cumulative net employment gains by 2014 and new firms
comprise the majority of the growth from new establishments. These results have
important implications for theories of firm dynamics.

∗Emily Wisniewski provided excellent research assistance. We thank Huiyu Li, Judith Ricks, and par-
ticipants at the 2017 Federal Reserve System Energy Conference and the 2017 SEA conference for helpful
comments. Any opinions and conclusions expressed herein are those of the authors and do not necessarily
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1 Introduction

New businesses play a critical role in aggregate job creation and productivity growth. More-

over, a growing theoretical and empirical literature shows that new business formation is key

to how economies respond to economic shocks. The precise causal role of new businesses is

difficult to study, however, due to paucity of plausibly exogenous variation in economic activ-

ity (i.e., economic shocks that are exogenous to new business formation). Better knowledge

of the margins of adjustment to economic shocks—including the relative roles of new and ex-

isting firms—can improve our approach to models of firm dynamics and inform policymakers

about determinants of vibrant local economies.

The shale oil and gas revolution provides a unique opportunity to investigate important

questions in firm dynamics. After many years of declining crude oil production in the United

States, recent technological developments have made the extraction of previously inaccessible

energy resources feasible. Specifically, the advent of horizontal drilling and hydraulic frac-

turing techniques have enabled the exploration and production of oil and gas from “shale”

geological formations and led to significant new drilling activity over the past decade. Be-

cause of the nature of these geological formations, an economic “boom” was created in clearly

specified local areas where these previously inaccessible resources could now be profitably

extracted. In fact, many of these areas had no signifiant oil and gas activity before these

discoveries were made. In this paper, we examine the effect of shale oil and gas development

on business dynamics in seven U.S. regions that have the geological formations necessary for

shale oil and/or gas extraction; these areas are Bakken, Eagle Ford, Haynesville, Marcellus,

Permian, Nibabrara, and Utica.1

Due to the richness of data available through the Census Bureau’s Longitudinal Busi-

ness Database (LBD), we are can study the effects of the shale boom not only on overall

employment but, more specifically, on particular margins of business adjustment including

job creation by both new firms and new establishments of existing firms (the latter are often

referred to as “greenfield establishments,” a convention we adopt hereafter). Moreover, we

can explore the rich industry heterogeneity that underlies the aggregate effects as growth in

the oil and gas sectors is transmitted to other types of businesses. In addition to contribut-

ing compelling empirical results to the firm dynamics and entreprenuership literature, our

results add to a substantial literature documenting the economic effects of the shale boom

on a number of variables, such as labor and housing markets; to our knowledge, ours is the

1These areas are definitions are based on EIA (2017a).
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first paper to specifically examine new business activity.

Using a difference-in-differences framework, we find that new business establishments

played a disproportionate role in the overall employment growth of shale areas relative to

plausible counterfactuals. Greenfield establishments of existing firms are more important

than new firms at an annual frequency, accounting for the majority of the increase in annual

aggregate employment growth, but new firms also account disproportionately for increased

annual growth. Consistent with existing literature on early lifecycle dynamics of firms, the

strong contribution of new firms continues during their first five years of existence such

that the overall role of entry for growth is enhanced. Moreover, new firms are particularly

important for cumulative employment growth over a number of years. Relative to a plausible

counterfactual, seven years after the onset of the oil and gas boom new firms account for

almost half of total jobs created. More broadly, the results highlight the importance of the

extensive margin of the firm distribution for studying economic fluctuations—emphasizing

the relevance of firm heterogeneity and dynamics—while also highlighting the distinction

between new firms and greenfield establishments, a distinction that is typically glossed over

in formal treatments.

Sectoral and regional analyses reveal further insights into firm dynamics. Total employ-

ment responds strongly both in and out of the oil and gas sector. In the oil and gas mining

sector greenfields account for more than one third of the overall employment response, while

outside of the oil and gas mining sector—in industries that may be thought of as responding

endogenously to the oil and gas shock—greenfields comprise more than three quarters of the

overall employment response while existing establishments make no measurable contribu-

tion. That is, outside the oil and gas mining sector the response of employment growth is

entirely accounted for by new firms and greenfield establishments, and we find that the role

of new firms is even stronger when the oil and gas shock is scaled by measures of extraction

activity (i.e., rig counts and revenue).

We show that shale regions differ widely in terms of these patterns. New and young

firms account for about half of the response of employment growth in Bakken, Eagle Ford,

and Permian Basin along with sizable contributions from greenfield establishments. Other

regions see smaller or sometimes negative overall effects on employment growth. Some of

these patterns are likely related to preexisting industrial and labor force conditions, though

our diff-in-diff design explicitly controls for some industry composition. The quantitatively

similar role of new firms documented in the regions for which overall effects were positive is

reassuring and suggests our results may be useful and important for guiding parameterization
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decisions in formal studies of firm dynamics.

2 Theory and Relevant Literature

2.1 The Role of New Businesses in Employment Growth

Models of representative firms—often characterized by perfect competition and constant re-

turns to scale production—give rise to intuition in which economic shocks are accommodated

entirely by existing firms that scale up or down as necessary. In contrast, models of firm

heterogeneity allow for a more realistic, nondegenerate firm distribution based typically on

revenue function curvature arising from imperfect competition and/or decreasing returns to

scale production technology.2 In such an environment, existing firms do not grow enough

to fully accomodate shocks, so the resulting increase in aggregate production depends on

increased entry.3

An important reference is Clementi and Palazzo (2016), which explores an enhanced firm

dynamics model, calibrated to establishment data, in the tradition of Hopenhayn (1992).

In their general equilibrium formulation, potential entrants receive signals about their pro-

ductivity and enter when the expected discounted profits from doing so exceed entry costs.

Positive aggregate shocks (whether demand or technology) induce significant entry activity

because incumbent firms are close to their optimal size, which does not change linearly with

aggregate conditions because production functions exhibit decreasing returns to scale4; in-

tuitively, this leaves significant profits available for potential entrants. Importantly for our

purposes, in the model not only do aggregate shocks boost the share of activity accounted for

by entrants, but also surviving young firms grow quickly on average such that each cohort of

entrants has persistent effects on aggregate employment in early years.5 The reason for the

rapid growth of young businesses is that many young businesses have high marginal products

due to the cost of obtaining and adjusting their capital stock. Our paper can be thought

of, in part, as a simple empirical study of models like Clementi and Palazzo (2016), but our

contribution has other dimensions since in reality the prevalence of high marginal products

2Other options for generating a firm distribution include static distortions, matching frictions, factor
adjustment costs, and heterogeneity of factor prices.

3Karahan et al. (2015) make this point eloquently in a longer-term perspective, showing that under certain
assumptions the bulk of labor demand adjustment is accommodated on the entry margin.

4 Imperfect competition would have similar implications.
5This is broadly consistent with Decker et al. (2014), who show that, despite high failure rates of young

firms, typical firm cohorts retain 80 percent of their initial employment impact after five years.
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among recent entrants is likely limited to young firms, while young establishments of existing

firms are likely to enter fully capitalized. One contribution of our paper is to demonstrate

the differing dynamics of new firms and greenfield establishments in response to economic

shocks, showing that the choice to calibrate firm dynamics models to establishment data is

not benign.6

Broadly speaking, however, the theoretical insight of models like Clementi and Palazzo

(2016) that potential entrants and young firms respond disproportionately to shocks is con-

sistent with a large empirical literature finding that new entrants play a disproportionate

role in job creation. Decker et al. (2014) note that new entrants account for nearly one fifth

of gross job creation annually, despite accounting for less than 10 percent of firms and less

than 5 percent of employment. Haltiwanger et al. (2013) show that the job creation benefits

often attributed to small businesses are more accurately attributed to new businesses, in-

spiring our focus on new firm activity. These insights hold over the business cycle as well; for

example, Fort et al. (2013), Pugsley and Sahin (2015), and Sedlacek and Sterk (forthcoming)

show that young firms are more cyclically sensitive than older firms.

A paper closely related to our question is Adelino et al. (2017), who study local eco-

nomic shocks and find that new firms disproportionately account for the response of both

net and gross employment. The authors seek identification from a Bartik-style instrument

that generates local variation in manufacturing activity driven by aggregate dynamics. Our

approach is similar to theirs in that we focus on local shocks to generate insights about firm

dynamics. Our approach differs from theirs in several ways. First, Adelino et al. (2017) focus

on the U.S. broadly, while we limit our focus to the shale areas (and counterfactual counties).

Second, Adelino et al. (2017) focuses on shocks originating from the manufacturing sector,

while our identifying shock is to the oil and gas extraction sector. Finally, instead of the

Bartik approach we specifically identify off of the interaction of shale extraction technology

and preexisting geological formations, allowing for a diff-in-diff causal interpretation. Our

results are broadly supportive of theirs in terms of the important role of new firms, though

we add a focus on greenfield establishments of existing firms.

New firms have often been treated synonymously with “entrepreneurship” in relevant lit-

erature, largely due to the importance of business age for key job creation and productivity

results (Decker et al. (2014), Haltiwanger et al. (2013)). Other concepts of entrepreneur-

ship have been studied in relation to energy booms, however. Gilje and Taillard (2016)

6Clementi and Palazzo (2016) is just one of several recent modeling exercises based on an establishment
concept; other recent examples include Moreira (2017) and Lee and Mukoyama (2015).
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examine investment by public and private firms in the natural gas industry and find that

publicly traded firms are more responsive to changes in investment opportunities than pri-

vate firms, a finding that may be thought of as contrary to the view that new firms are key

but may be supportive of our findings on greenfield establishments. Tsvetkova and Partridge

(2017) document declining self-employment in energy boom towns in 2001–2013 using Amer-

ican Community Study (ACS) data, consistent with previous evidence that resource sector

booms crowd out entrepreneurial activity (Davis and Haltiwanger, 2001; Glaeser et al., 2015;

Betz et al., 2015). Notably, our data cover employer businesses, so non-employer self em-

ployment is outside the scope of our study. We therefore view our work as complementary

to Tsvetkova and Partridge (2017) as we add the employer-business side of entrepreneur-

ship, which likely has a stronger association with later economic growth but has somewhat

different interpretations in terms of the entrepreneurial occupational choice. In this respect,

we add employer entrepreneurship to the list of economic outcomes that have been studied

in relation to resource booms, a literature that we review next.

2.2 Economic Impact of Oil and Gas Booms

Modern crude oil production began in 1859 with Drake Well, five miles south of Titusville,

Pennsylvania and began a period of rapid growth and expansion in the oil industry (Yergin,

1999). As people from all income ranges around the country began “pushing back the night”

for the first time with inexpensive fuel that could be used for lighting homes, oil became an

almost instant necessity. So began the age of oil that quickly spread throughout the world.

For almost a century the U.S. experienced consistent increases in oil production. But in

1970, this age of increasing domestic production reached its end and for the first time in U.S.

history production began a period of decline that continued for the next four decades. How-

ever, over the last ten years, the oil landscape has changed both suddenly and dramatically

as illustrated in Figure 1. By 2007, after a long period of declining production in the U.S.,

a technological breakthrough allowed “shale” oil and gas extraction to become economically

viable for the first time in history; the “shale boom” was underway.7 Through a combination

of horizontal drilling and hydraulic fracturing (informally referred to “fracking”) the trend

in oil production reversed itself and the U.S. has since experienced increases in production.

By the end of 2014, the U.S. was observing crude production similar to the historic levels

7For the main empirical specifications in this research, the shale boom will begin in 2007 consistent with
the time that EIA began tracking shale production (EIA, 2017a). We will consider the specific timing of the
treatment in an alternative specification.
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achieved during “peak oil” of the 1970s (EIA, 2017b).8 A growing body of work quantifies

the economic effects of localized natural resource based booms. While this literature began

before the specific shale oil and gas booms of this past decade (Black et al., 2005; Allcott and

Keniston, 2014), this new era of shale has created a significant resurgence in this literature.

Most recently, Feyrer et al. (2017) finds that the shale boom specifically created significant

economic shocks to local labor markets. Every million dollars of oil and gas extracted is

estimated to generate $243,000 in wages, $117,000 in royalty payments, and 2.49 jobs within

a 100 mile radius. In total, the authors estimate that the shale boom was associated with

725,000 jobs in aggregate and a 0.5 percent decrease in the unemployment rate during the

Great Recession. Marchand (2012) similarly finds both direct and indirect impacts of the

shale boom on employment; for every 10 jobs created in the energy sector, 3 construction,

4.5 retail, and 2 services jobs are created. Agerton et al. (2016) find that one addition rig

results in the creation of 31 jobs immediately and 315 jobs in the long-run. Other studies

corroborate the positive impact of the shale boom on local labor markets (Weber, 2012;

Marchand and Weber, forthcoming; Fleming et al., 2015; Komarek, 2016; Bartik et al., 2017;

Upton and Yu, 2017).9 While positive effects associated with the economic activity spurred

by drilling and production have been documented extensively, negative effects might also be

observed, specifically in the manufacturing sector (Cosgrove et al., 2015; Freeman, 2009).

In addition, an emerging literature considers the potential implications of resource booms

on a number of other local outcomes. Bartik et al. (2017) finds local governments experience

revenue increases that are greater than expenditure increases. Marchand and Weber (2015)

focuses specifically on Texas and finds that some of these increases in revenues were spent on

local school districts, in particular on investment in fixed assets (e.g. new school buildings).

Fedaseyeu et al. (2015) presents evidence that these resource booms can also affect voter

behavior, specifically increasing support for conservative policies and Republican political

candidates. Cosgrove et al. (2015) and Bartik et al. (2017) find evidence of growth in the

local population likely due to temporary migration of workers to these areas.

Another strand of literature has focused on the impact on local housing markets. Overall,

housing values increase (Bartik et al., 2017), but the impact to properties is asymmetric in

that homes directly impacted by drilling decline in value (Muehlenbachs et al., 2015). Addi-

8By about mid-2015, the shale boom was slowing substantially due to the sharp drop in the oil price seen
worldwide. This research will consider data until the end of 2014.

9It should be noted that due to the oil and natural gas price declines of 2014, there is an emerging
literature on the “bust” side of the cycle that will likely grow in upcoming years. For instance, Brown (2015)
finds that elimination of each active rig eliminates 28 jobs in the first month and this increases to 171 jobs
eliminated in the long-run.
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tionally, local housing markets are positively affected by the shale boom through reduction

in mortgage default (McCollum and Upton, 2016).

Finally, there has been interest in how shale booms affect local financial conditions. Gilje

(forthcoming) treats the shale boom as a catalyst to an exogenous increase in local bank de-

posits and local credit supply and finds that counties with large shale booms also experience

a large increase in new business establishments that are reliant on external bank financing.

This effect is particularly strong in counties that are dominated by small local banks. Simi-

larly, Gilje et al. (2016) exploit the shale boom to show that bank branch networks continue

to play an important role in financial integration by demonstrating that banks with branch

exposure to shale booms also increase mortgage lending in non-boom counties. Related,

Brown (2017) finds evidence that local residents increase both expenditures (that can ac-

count for some of the more general economic effects), but also observes increases in consumer

debt. Specifically, each well drilled as result of shale boom associated with an increase in

consumer debt of $6,750.

3 Data, Variables, and Summary Statistics

3.1 Data

We use the Census Bureau’s Longitudinal Business Database (LDB), which consists of lon-

gitudinal establishment-level microdata covering almost all private non-farm businesses in

the U.S.10 The LBD provides annual data on establishment location and detailed NAICS

industry as well as annual employment counts (corresponding to the pay period including

March 12). LBD information is based on IRS and Social Security Administration records

and is administrative in nature, so the data are not subject to sampling error (but may be

subject to various forms of non-sampling error). Importantly for our purposes, the LBD

provides firm identifiers that allow us to link establishments together as firms and to track

firm age.11 Jarmin and Miranda (2002) provide more detail on the LBD.

Consistent with much of the literature (e.g., Haltiwanger et al. (2013)), we define an

establishment birth as the first year in which an establishment has positive employment,

10The LBD is constructed from the Census Bureau’s Business Register, which is also the source of the
public-use County Business Patterns (CBP) dataset (see DeSalvo et al. (2016) for details on the construction
of the Business Register). Our LBD dataset has the same industry scope as CBP, covering almost all private
non-farm industries. Notable exceptions include rail transportation and private households.

11An establishment is defined as a specific business location. A firm is a group of establishments under
common majority ownership.
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and we determine firm age as follows: when a firm identifier first appears in the data, it is

assigned the age of its oldest establishment; thereafter, the firm ages naturally each year.12

For our purposes it is not necessary to assign an industry code to firms; all industry categories

are based on establishment industry (and, as such, industry characteristics of “new firms”

actually reflect the industry characteristics of establishments of new firms in a given county).

3.2 Control and Treated Areas

EIA (2017a) provides a list of counties that are located within each shale play. We classify

counties that are located within the Bakken, Eagle Ford, Haynesville, Marcellus, Niobrara

and Utica plays as treated areas. Figure 2 shows a map of where these shale plays are

located.

We conduct our main exercises on all counties in all shale areas combined; in auxiliary

exercises we also study each play individually (with its own counterfactual group). For each

of these groupings, we first construct a control group of counties through propensity score

matching. The variables on which we match are total county employment, the share of

firms in the county that are new, the share of employment in the county that is at new

firms, the share of establishments in the county that are new establishments of existing

firms, the share of employment in the county that is at such establishments, and the share of

employment in the county that is at oil and gas establishments (NAICS 211, 213, 324, and

325) and manufacturing establishments (NAICS 31-33); we match based on county averages

for 2000-2006. In this way, we construct a control group that is similar to the treatment

group in terms of new firm activity, greenfield establishment activity, and activity of the oil

and gas and manufacturing industries in the pre-shale time period. In other words, for each

treatment county we find a corresponding “control” county that has similar patterns of firm

dynamics ex ante. We construct a control group for the all-plays treatment group, then we

create separate control groups for each play individually (i.e., for regressions that include

only a specific play, the control group is redrawn).

To reduce the risk of our results being contaminated by spillover effects, counties that are

in states with shale activity but that themselves do not contain oil and/or gas activity were

12The establishment-level longitudinal linkages in the LBD are generally considered to be of high integrity.
Unfortunately, the longitudinal linkages of the LBD’s firm identifiers are less reliable and are therefore a
source of measurement error. Nevertheless, we follow much recent literature in proceeding with firm age
concepts that rely on the LBD firm identifier. A particular benefit of the LBD firm identifier is that, unlike
several other prominent data sources, the LBD firm corresponds to an ownership concept (rather than
arbitrary tax identifiers).
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removed from the list of potential control counties. In addition, states that directly border

counties with shale activity were removed from the potential control group.13 We will show

that results are robust to placebo tests and alternative control groups.

3.3 Variables

We consider several outcome variables. In initial background exercises, we study the effect of

the shale boom on overall county employment levels (in logs). Our main outcome of interest,

however, is annual employment growth. Consider the following growth rate concept:

gct =
empct − empct−1

0.5(empct + empct−1)
(1)

where c indexes counties, t indexes years, and empct is total employment for county c in

year t. The growth rate gct is commonly referred to as the DHS growth rate after Davis et

al. (1996); this growth rate concept has the desirable property of being robust to entry and

exit. Now consider a related growth rate, commonly referred to as a growth component:

gjct =
empjct − empjct−1

0.5(empct + empct−1)
(2)

where j indicates a grouping based on firm or establishment ages (and lack of subscript

indicates inclusion of all groups). In the case of firms, j ∈ J = {age 0, age 1-4, age 5+},
where we define the categories as “new,” “young,” and “mature.” In the case of establish-

ments, j ∈ J = {new firm, greenfield estab, incumbent estab}. Defined in either way, it is

straightforward to show that:

∑
j∈J

gjct = gct (3)

Hence, each gjct is a growth “component” such that the components sum to the overall growth

rate. This follows the approach of Adelino et al. (2017) and allows for ease of interpretation;

moreover, for any group, gjct/gct gives the share of aggregate (county) employment growth

accounted for by group j.

The main outcomes of interest, then, are the share of annual employment growth ac-

13After applying these criteria, the potential control group comes from firms located in counties in the
following 29 states: AL, AZ, CA, CT, DE, FL, GA, HI, ID, IL, IN, IA, ME, MI, MN, MS, MO, NV, NH,
NJ, NC, OK, OR, RI, SC, TN, VT, WA, WI. These criteria follow McCollum and Upton (2016).
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counted for by new firms, “young” firms (those with age 1-4), mature firms, greenfield

establishments (of existing firms), and incumbent establishments of existing firms. The use

of these components as dependent variables in our linear regression framework ensures that

regression coefficients are additive in the way described above. Importantly, for the firm-

based growth components we focus on “organic” growth as in Haltiwanger et al. (2013) and

subsequent literature, in which the lagged employment term empjct−1 is comprised of the

lagged employment of all establishments that belong to firms in group j in year t. This

approach allows us to abstract from growth driven by merger and acquisition activity. In

practice this means that the growth of an establishment that changes firm owners between

years t− 1 and t is assigned to the firm that owns the establishment as of time t.

Our sector definitions are as follows. We define the oil and gas sector as NAICS 211,

213, 324, and 325; this encompasses drilling and support, extraction, and manufacturers of

petroleum products (including refining and petrochemicals).14 We often report oil and gas

results separately for mining (211 and 213) and refining and petrochemicals (324 and 325).

More broadly, we include NAICS sectors mining (NAICS 21), construction (23), manufac-

turing (31-33), retail trade (44-45), transportation and warehousing (48-49), professional,

scientific, and technical services (54), and other services (81). We define utilities and waste

management as NAICS 22 and 562; we combine NAICS 61 and 62 to create education and

health services, and we combine NAICS 71 and 72 to create arts, entertainment, and ac-

commodation. These sector definitions are not exhaustive but leave out a handful of small

sectors, which we include in aggregate analysis but do not individually break out in sector-

based exercises.

The changes in key variables in the treatment and control groups are presented in Table

1.15 There are a few notable items. First, total employment in the shale counties (i.e. treat-

ment group) increased only modestly (by 2.8 percent) between the pre-shale and post-shale

time periods, while control counties actually experienced a 4.0 percent decline in employ-

ment. This is unsurprising given the fact that the United States was in the midst of the

Great Recession around the time of the shale boom.

But also notably, the number of new firms as a share of all firms, new firm employment

as a share of total employment, and young firm employment as a share of total employment

declined substantially in both shale and non-shale areas. New firm shares declined by more

14Some of these industries include plants providing services or making products of relevance to other
substances such as coal; focusing more narrowly would result in challenges to Census Bureau confidentiality
policies.

15Additional details on summary statistics can be found in Appendix Table A1.
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than 21 percent in shale counties and more than 28 percent in non shale counties. Thus,

while the relative new firm share in shale counties relative to non-shale counties increased,

both groups experienced significant declines. A similar pattern is observed for new firm em-

ployment as a share of total employment; new firm employment shares declined by 27 percent

and 32 percent in shale and non-shale counties, respectively. But shale areas experienced a

5 percentage point slower decline than non-shale counties. Young firm employment shares

(firms age 1-4) also declined faster in non-shale counties. It is not surprising that new and

young firm activity declined over this time period given the particular sensitivity of young

firms to the business cycle documented in the literature described above; this fact highlights

the importance of studying the shale boom with a carefully designed empirical strategy.

For the U.S. as a whole, Business Dynamics Statistics data (the aggregated public-use

version of the LBD) indicate that young firms comprised 10.2 percent of firms during the

2000-2006 period and 8.5 percent of firms during the 2007-2014 period. This is somewhat

higher than the firm shares in our treatment and control group counties; however, young

firm employment for the U.S. as a whole was about 2.8 percent of total employment during

2000-2006 and 2.2 percent of total employment during 2007-2014, somewhat less than the

share in our treatment and control counties. The interesting implication is that the new

firms in our treatment and control counties are fewer in number but larger than the new

firms in the U.S. generally. This may reflect interesting selection associated with the broadly

rural nature of the shale counties.

Next, Table 1 shows establishment and employment shares of greenfield establishments

(i.e., new establishments of existing firms). Note, existing firms need not have existed in the

county of interest beforehand; they could have activity anywhere in the U.S. Thus, many

of these firms existed in other parts of the country and opened up a new establishment in

the shale county. In shale counties, greenfield establishments as a share of all establishments

and as a share of total employment increased by 7.5 percent and 3.6 percent, respectively.

In control counties greenfield establishments as a share of all establishments was also up,

but by a more modest 2.6 percent, while employment shares of greenfield establishments was

actually down by more than 26 percent in control counties. Thus, from these basic summary

statistics, it appears that employment growth from new establishments of existing firms was

particularly important during the shale boom and might potentially account for the lion’s

share of the employment growth.

Finally, we see that both oil and gas and manufacturing employment in shale regions

outpaced control areas. On shale areas, oil and gas employment as a share of total employ-
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ment grew by more than 26 percentage points, while manufacturing employment declined

by about 21 percent. In control areas, we see similar results in terms of direction for these

respective industries, but magnitudes are larger in shale areas.

4 Empirical Strategy

4.1 Difference in Differences

Equation (4) illustrates the commonly used difference-in-differences (DD) style estimation

strategy for estimating the effect of shale oil and gas on firm-level entrepreneurship.

yct = α + δ(SShalec × Shalet) + τc + γt + εct (4)

where yct is the outcome of interest (log total county employment or one of the growth

components described by equations 1 and 2 above) for county c in year t; that is, we will

study yct ∈ {ln(empct + 1), gct, g
j
ct∀j}. SShalec is an indicator variable corresponding to

counties with shale oil and/or gas activity (i.e. the treatment group) and is zero for non-

shale counties. τc and γt are fixed effects for county and year, respectively. Shalet is an

indicator variable that indicates the years during which shale activity occurred. All of the

shale plays, and therefore counties that EIA defines to have shale activity, saw increases in

drilling starting around 2007, and this drilling activity continued until the end of 2014.16 The

coefficient δ gives the estimated causal effect of the shale boom on shale counties, controlling

for aggregate temporal shocks as well as differences across counties that remain after the

propensity score matching process. For each model, we estimate standard errors clustered

at the county level.17

The first results we present focus, for background purposes, on the effect of the shale

boom on the natural log of total county employment; this provides context for our later

exercises by firm age and allows for easier comparability with other studies. After discussion

of those results, we describe results for the growth components described above. These

comprise the main results of the paper.

16Of course, the exact start time of the boom varies across shale plays. In the initial specification, we
include 2007 as the start date for the shale boom, but we also present the year-specific estimated treatment
effects by shale play. While LBD data are available through 2015, we end the analysis at the end of 2014
because in 2015 global oil prices dropped significantly, and therefore the “bust” plausibly began some time
during 2015. Therefore, 2007 to 2014 is the best general time period that can be considered the “boom” or
“treatment” time period.

17Our results are broadly robust to clustering by county and year.

13



4.2 Scaling Treatment Effects

In addition to presenting baseline difference in differences estimates on the net effect of

employment and employment growth rates, we index results to both rig counts and estimated

value of oil and gas production (based on play-level EIA data), as there are two direct

channels through which an oil and gas boom can stimulate the economy. First, economic

activity is stimulated because local landowners receive bonus and royalty payments for oil and

gas production that occurs beneath their land. A bonus payment is given to the landowner

at the time a lease is signed as a lump sum payment, then once production begins landowners

receive royalty payments that are some share of the value of the oil and gas produced.18 These

royalty payments might only continue for a short time if the well is relatively unsuccessful,

or can continue for years, and even decades, as the well continues along its long tail of

production. Thus, local residents receiving payments can stimulate the economy through

local spending.

The second channel through which oil and gas operations can stimulate a local economy is

through the drilling activity itself. In the case of shale plays, the operator typically contracts

out a service company to both drill the well and complete the hydraulic fracturing needed

to stimulate the well to begin production. The scope of activities required as indirect inputs

to drilling is surprisingly large, affecting industries ranging from trucking to lodging. These

workers will earn income directly, operators and service companies might sub-contract other

companies for services (creating indirect effects), and workers from both direct and indirect

employment will spend money in the local economy creating induced effects.

Thus, in auxiliary regressions we scale the size of the shock to these two benchmarks,

rigs and value of production. Rigs is a measure of the economic activity associated with

the drilling, while value of production is associated with the revenue of local oil operators

and the royalty payments going to local landowners. It should be noted that the exercises

in which we employ these variables are not intended to separate these two effects from one

another, nor are they intended to describe the channel through which these effects occur.

Instead, these are meant to benchmark the effects of shale activity such that our results can

be used to (a) provide variation in the size of the shock between plays in this analysis and

(b) provide generalized point estimates that can be scaled appropriately to be used in other

contexts, potentially including calibration exercises.

18Note that most shale wells are horizontally drilled, running under potentially multiple landowners’ land.
Most landowners receive a bonus and royalty payment even if there is no actual drilling activity physically
on their land. The landowner for which the actual well is drilled also typically receives a “rental” payment
that is the value of renting that land to the company for production.
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4.3 Cumulative Effects

Following our main results, we estimate regressions that will shed light on the roles of various

types of businesses in the cumulative employment change at the county level. To do this, we

construct the following outcome variable:

ect =
empct
empc2006

(5)

where ect is employment in county c in year t relative to employment in county c in the year

2006. We again create a group-specific version of this variable:

ekct =
empkct
empc2006

(6)

where k is defined somewhat differently from the j groups described above. In particular,

we focus on three k groupings: (1) establishments that entered in year 2006 or before; (2)

establishments that entered after 2006 belonging to firms that existed as of 2006 or before;

and (3) establishments that entered after 2006 belonging to firms that entered after 2006.

For any year t, e1ct gives county c employment of establishments that were incumbents as of

year 2007; e2ct gives county c employment of establishments born after 2006 to firms that were

incumbents as of year 2007; and e3ct gives county c employment of establishments born after

2006 to firms born after 2006 (and these firms could have been born in any county in the

U.S.). In each case, employment is expressed relative to year-2006 total county employment;

therefore, the following convenient condition holds:

∑
k∈{1,2,3}

ekct = ect (7)

Moreover, note that e2ct = e3ct = 0 ∀t ≤ 2006 by construction. We choose the year 2006

consistent with our assumption above that the shale boom began in 2007; of course the true

timing is subject to some debate but 2007 proves to be a reasonable turning point in the data

and is consistent with the date that EIA begins tracking shale production data (EIA, 2017a).

The general purpose of this set of dependent variables is to study, for any given year after

2007, how much of the total employment growth in the typical county is accounted for by

establishments that existed prior to the boom, establishments born after the boom to firms

that existed before it began, and firms born after the boom. This provides an alternative

view of the role of the business entry margin in driving aggregate employment that does not
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depend on single-year growth rates and allows time for early lifecycle dynamics to play out.

To study these outcomes, we generalize our difference in difference strategy as follows:

ekct = α + δkt × SShalec + γkt + εkct (8)

where δkt is the year-specific estimated treatment effect for firms in a given group k, and

we abuse notation slightly to include the overall group of all establishments as one of our k

groups. Note that we omit county fixed effects in this specification since they are a linear

combination of included variables; inability to control for county effects is not ideal but the

size of the problem is limited by the fact that our control counties are chosen to be similar

to our treatment counties in the pre-2007 period. The difference of means generated by δkt

compares shale counties to control counties in any given year, controlling for aggregate shocks

affecting all counties. Conveniently, the set of estimated δkt for each of the establishment

groups k ∈ {1, 2, 3} described above will sum to the δt associated with overall cumulative

employment growth (relative to 2006) so that, again, we can easily calculate the share of

aggregate employment growth accounted for by different types of establishments.19 This set

of specifications is useful not only because it facilitates the study of cumulative employment

effects but also because it allows us to inspect the assumption implicit in our difference in

differences framework: common pre-shock trends.

5 Results

5.1 Total Employment

Table 2 reports background results that simply show the effect of the shale boom on log

total employment, for all industries combined, across shale plays. We present the average

treatment effect alongside treatment effects scaled to rig counts and value of production.

Specifically, we find that the shale boom is associated with a 7.2 percent increase in total

employment relative to the control group; note that this is an average quantity reflecting all

years after the boom to all years before. This effect varies in size and significance across shale

plays, with the shale boom in the Eagle Ford region estimated to have the largest impact on

employment, a 22.6 percent increase. Our results for value of production and rig count are

19In these exercises, we make no attempt to ensure that growth is “organic” since it is not clear how to
interpret organic growth in this context. As such, however, the employment share of post-2006 new firms in
any given year can, in principle, include employment of establishments that are older but were acquired by
those new firms during the post-2007 period.
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consistent with the difference in difference results; a hundred-million-dollar increase in oil

and gas production in a given year leads to a 16 percent increase in employment. Similarly,

for every additional hundred rigs, we estimate that there is a 4.7 percent increase in total

employment. Year and county fixed effects are included in all regressions but their estimates

estimates are not listed. Of the 24 estimated treatment effects, all are positive (in the

expected direction) with fourteen being statistically significant at p=.05. Thus, we find

evidence of employment increases across shale plays, and these estimated treatment effects

are robust to scaling by both value of production and rig counts.

We next examine the impact of the shale boom on employment across industries (but

including all plays combined). These results are presented in Table 3. We first study the oil

and gas mining sector, which we define as NAICS 211 and 213.20 Oil and gas mining activity

rose 50 percent with the shale boom; unsurprisingly, downstream refining and petrochemicals

see a small, statistically significant effect. Even using the value of production measure yields

only a weakly significant effect in oil and gas manufacturing. This finding reflects the fact

that while significant downstream investments occurred in response to the shale boom, much

of this investment was in areas with historical presence of these industries, not necessarily

in new areas where extraction is now occurring (Coombs et al., 2017), therefore spurring

significant investment in transportation infrastructure (Agerton and Upton, 2017).

Also presented in Table 3, we find that employment outside of the oil and gas mining

sector increased by 5.7 percent, with effects differing significantly across industries. For

instance, the construction and transportation industries experienced a 20 percent and 12

percent increase in employment, respectively, while retail trade and professional services ex-

perienced a 4.2 percent and 2 percent increase, respectively (with the latter being statistically

insignificant).

Consistent with Table 2, we again find these results are robust across the three scalings

of treatment effects. Specifically, we estimate that one hundred million dollars of production

and one hundred rigs in operation are associated with a 49.8 percent and 15.4 percent

increase in oil and gas mining employment, respectively, and a 13.7 percent and 4 percent

employment increase in industries outside of oil and gas mining.

20These industries are oil and gas extraction and support activities for mining (which includes the drilling
of oil and gas wells)
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5.2 Employment Growth Rates

We now move onto our main results relating the shale boom to employment growth rates

and components as described in 3.3. Table 4 reports results where the dependent variable is

growth components by firm or establishment type (expressed in percentage points). First,

note that the “Total” column, in which the dependent variable is the growth rate of aggregate

employment, is equal to the sum of columns 1, 2, and 4 or, alternatively, the sum of columns

1, 5, and 6. Column 3, which reports the growth component for all firms age less than 5, is

equal to the sum of columns 1 and 2.

Column 7 of Table 4 indicates that the shale boom is associated with a 0.9 percentage

point increase in annual employment growth rates at the county level. This is a strong

effect but is not surprising in light of the results for log employment just described, which

found a 7 percent increase in the average employment level. Column 5 shows that greenfield

establishments (new establishments of existing firms) account for 0.7 percentage points of

the overall increase; that is, greenfield establishments account for about three quarters of the

increase in net employment growth rates. Incumbent establishments do not appear to make a

net growth contribution. The estimate for new firms, reported in column 1, is not statistically

significant (t statistic 1.5), but since it is large and since scaling the effect by revenue or rigs

makes it significant, we argue that it is worth interpreting. Taken at face value, column 1

suggests that new firms account for about one quarter of the overall growth effect. The role

of entrants is more starkly demonstrated by column 3, which shows that firms with age less

than five account for a statistically significant 0.4 percentage points or 40 percent of the total

net growth effect. Mature firms (column 4) make a significant contribution as well, though

column 5 suggests that this effect is primarily through greenfield establishments rather than

growth of existing establishments.

The evidence points to a large role for new and young firms. On the one hand, it is

important not to understate the role of mature firms. By no means do young firms account

for the entirety of the employment growth response. However, the contribution of new firms

and young firms generally is significantly disproportionate relative to their typical share of

activity levels (about 10 percent of employment). Moreover, when scaled by activity we

find that the role of new and young firms is even larger, accounting for nearly half of the

overall growth effect for both revenue and rigs. Our results are not as large as those found

by Adelino et al. (2017), who find that firms age less than two account for 90 percent of

the local employment growth response to local demand shocks, but our results are striking

nonetheless.
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Among incumbent firms, employment growth is facilitated by greenfield establishment

formation. In part this reflects firms based outside the shale areas newly entering the shale

area by creating new establishments. More broadly a comparison of the greenfield estab-

lishment coefficient with the new firm coefficient highlights the importance of carefully dis-

tinguishing between the two when studying firm dynamics. Not only are the effects quan-

titatively different, but also they reflect fundamentally different economic mechanisms. An

incumbent firm, whether starting in or out of a shale play, opens new establishments using

the resources of the firm, including supplier relationships, credit access, name recognition

and customer base, and workforce. These establishments can enter larger with more upfront

job creation than new firms that face particular barriers to credit access, labor market search

and matching, upfront investment costs, and supplier and customer acquisition. As such,

it is not surprising to see a stronger employment role for greenfield establishments, and the

disproportionate role for new firms is all the more striking.

In the appendix, results by firm age are further subset by oil and gas mining versus

non-oil and gas mining sectors are presented in Table A2. The total growth rate effects are

much stronger in oil and gas mining than in the rest of the economy, consistent with our

estimates of employment level effects above. Interestingly, though, new firms account for a

similar share (about one quarter) of overall employment growth both within and outside of

oil and gas mining. Among incumbent firms, greenfield establishments are far less important

in oil and gas mining, where they account for about one third of the overall effect, than

outside of oil and gas mining, where they account for more than three quarters of the overall

effect. Within-establishment growth of incumbent firms is important in oil and gas mining,

accounting for about 40 percent of the overall effect, while this kind of growth is negligible

outside of that sector. The oil and gas sector appears to uniquely rely on organic, within-

establishment growth to accommodate rising production.

5.3 Cumulative Employment Growth

Table 5 reports effects on cumulative employment, by year and relative to county-level em-

ployment in 2006, as described in section 4.3. The results on Table 5 correspond to Figure

3; note also that for any given year, the coefficients in columns 1, 2, and 3 sum to column

4.21 It is important to recall that these specifications include year fixed effects such that

coefficients indicate employment relative to control group counties; roughly speaking this is

21We break out these year-specific effects by shale play in the appendix in Table A3, and results for yearly
treatment effects for all establishments in each play are presented in Figure A1
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still a difference in differences approach where we compare treatment employment relative to

2006 to control employment relative to 2006.22 The results can be interpreted as the change

in the ratio of group employment in a given year relative to total county employment in the

base year, 2006, one year before the boom began. First consider column 4, which reports

overall employment relative to 2006. Prior to 2007, total employment is flat and close to zero

(and not statistically significant), lending support to the assumption underlying our main

difference in differences result that treatment and control counties have similar pre-boom

trends. After 2006, total employment rises monotonically, becoming statistically significant

in 2009. By 2014, total employment in treatment counties has risen 17 percent since 2006

(and relative to controls).

In column 1 we present results for establishments that were born prior to 2007 (that is,

these establishments were incumbents when the shale boom began). We find a positive and

significant effect of the shale boom for these establishments from 2009 onwards. For example,

in the year 2009, we find that employment among these pre-2007 establishment cohorts has

risen 2.0 percent relative to total employment in 2006. This effect peaks at a 5.5 percent

in 2013 before attenuating slightly to 4.5 percent in 2014. If we divide the 2014 coefficient

in column 1 by the 2014 coefficient in column 4, we find that these pre-2007 establishment

cohorts account for about one quarter of the total post-2006 rise in employment in shale

areas (relative to control counties). The remaining three quarters of the rise is therefore

attributable to establishments born after 2006.

In the column 2 we present results on the changes to employment at greenfield establish-

ments opened in 2007 or later by firms that existed prior to 2007. Again, we see positive and

significant results beginning in 2009 (an increase of 1.4 percent of 2006 total employment)

that strengthen annually to the end of the sample in 2014 (5.4 percent relative increase).

This net job creation among new establishments of preexisting firms accounts for just under

one third of the cumulative gain in total employment as of 2014.

In column 3 we examine the effect of the shale boom on employment in new firms that

were started in 2007 or later. Roughly speaking, these are firms that were created after the

shale boom began. In these results, we do not see a positive treatment effect until 2011,

consistent with the fact that new firms tend to start small, but by 2014 this group has a

larger relative increase in employment (7.0 percent) than either of the other two groups. This

net job creation among post-2006 firms accounts for more than 40 percent of total shale area

22The specifications cannot include county fixed effects due to multicollinearity; given our control group
creation approach this is not an overwhelming concern, and as we note below the coefficients for 2000-2006
reassure us that our treatment and control counties are reasonable counterfactuals.
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employment growth relative to the counterfactual. The results for each of the four groups

are presented graphically in Figure 3.

As noted above, new establishments (either born to preexisting firms or new firms) ac-

count for about three quarters of the total employment gain. One other important im-

plication arises from these results: while employment among new firms does not become

significant until two years after employment at greenfield establishments of older firms, new

firm employment surpasses greenfield employment two years later. This is our most striking

finding about the difference between new firms and greenfield establishments: new firms

start smaller but grow rapidly, consistent with a theory in which greenfield establishments,

born with the advantage of existing firm ownership, begin their lifecycle better capitalized

than do young firms. New cohorts of young firms grow rapidly, however, likely as a result of

a few extremely fast growers as documented by Decker et al. (2014).

It is important to note that our results do not imply that mature incumbent firms do

not grow. We are examining net employment growth. Employment growth rates are widely

dispersed, even among mature firms (see Decker et al. (2016)). Our result of zero net job

growth among mature businesses hides considerable heterogeneity. However, the notion that

older firms have low or zero net growth as a group is consistent with other evidence, including

the typical aggregate growth contributions observable in the Business Dynamics Statistics.

5.4 Robustness Tests

5.4.1 Alternative Control Groups

We first test the sensitivity of our results to alternative control groups by randomly choosing

20 control groups (rather than relying on our propensity score matching algorithm). The

counties in these groups are drawn from the U.S. broadly, with the exception of counties close

to our treatment counties (as noted above). We estimate our employment growth (by firm

age) regressions with each control group; Table 6 shows the minimum, mean, and maximum

coefficients obtained from these 20 random control groups along with the propensity score

match control group estimated treatment effects (i.e., repeated from Table 4). Results for

each individual random control group can be found in Appendix Table A4.23

The random control group exercises are generally supportive of our main results while

pointing to the importance of our propensity score approach for generating causal inference.

23Results using the value of production and rig count scaled estimated treatment effects with random
control groups can also be found in Appendix Tables Table A5 and Table A6.
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Column 7 of Table 6 reports coefficients for overall employment growth. Our propensity score

match group generates smaller estimates than any of our random control groups, suggesting

that our propensity score approach controls for some sources of selection. The coefficients for

specific establishment groups tell a similar story. The average portion of employment growth

rates accounted for by new firms and young firms among random control group estimates

is close to, though slightly larger than, our main estimate. New establishments of existing

firms account for a larger share of employment growth in the random control groups than in

our propensity score method. Broadly speaking, though, the random control group exercises

support our main results.

5.4.2 Placebo Tests

Finally, we perform two placebo tests. First, we perform a placebo test for employment

by shale play, following the model we estimated in Table 2. To perform our placebo tests,

we randomly assign observations to the control and treatment groups in two ways. First,

we estimate our model only using the treated observations (i.e., counties in shale plays)

but randomly assigning the observations to be “treatment” or “control”. Second, we repeat

this exercise using only the control observations (i.e., counties included in our propensity

matched control group). Results of placebo tests for employment by shale play are presented

in Table 7. Only one of the 16 estimates presented in this table is significant at the 10 percent

level.24

We next repeat this exercise for employment by firm age using the same model that

we used in Table 4. We follow the same method for estimating the treatment effect by

randomly assigning observations to arbitrary “treatment” and “control” groups as described

in the previous paragraph. Results of placebo tests for employment by firm age are also

presented in Table 7. Of the fourteen coefficients presented, just one is significant at p=.05.

Broadly speaking, our placebo tests are supportive of our identification strategy.

6 Conclusion

The U.S. shale boom has given rise to a large literature studying the economic effects of

natural resource shocks. We add to this literature by studying the effects of the shale boom on

new firms and establishments, adding business creation to the list of economic outcomes that

24We do not perform placebo tests using the revenue or rig count variables since these variables are common
within plays and are uniformly zero in our matched control groups.
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are stimulated by natural resource production (i.e., natural resource booms do not appear to

only benefit existing business establishments). But our results have significant implications

for the study of macroeconomics. In particular, a large literature in firm dynamics focuses on

the role of new business creation in the response of the aggregate economy to broad economic

shocks. We show that the growth of aggregate employment in response to the shale boom

is, on net, entirely accounted for by new firms and new establishments of existing firms.

This finding lends strong support to models of firm dynamics in which, under standard

assumptions, the entry margin accounts for a large share of aggregate adjustment. Further,

though, our results point to important differences between new firms and new establishments

of existing firms (“greenfield” establishments). New firms appear to start small but, as a

cohort, grow rapidly. New establishments of incumbent firms appear to start out larger,

with a more gradual growth trajectory.

These differences between firms and establishments have important implications for the-

ories of firm dynamics. New firms are likely more constrained than greenfield establishments

in terms of initial investment costs and the challenges associated with building a workforce,

establishing supplier relationships, and building a customer base (Moreira (2017),Foster et

al. (2016)). As such, while greenfield establishments are significantly more important than

new firms when accounting for increased annual employment growth, over several years the

importance of firms born after the boom increases such that new firms ultimately play a

larger role than greenfield establishments. These results shed additional light on the dynam-

ics of young businesses and their importance for aggregate adjustment, presenting important

facts with which models of firm dynamics must grapple.
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7 Tables and Figures

Figure 1: Historical U.S. Crude Production
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Figure 3: Employment treatment effects by year

Yearly differences in employment after controlling for all covariates. Coefficients displayed are the ratio of
the group employment in a given year to the total county employment for that group in the base year of
2006. Pre-treatment period is 2000-2006 and post-treatment period is 2007-2014. 95 percent confidence
interval shown.
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Table 1: Summary Statistics: Baseline Sample
Treatment Group Control Group

Percent Percent %∆Treatment
Pre 2007 Post 2007 Change Pre 2007 Post 2007 Change - %∆Control

Total Employment 21,100 21,700 2.76% 18,300 17,600 -3.98% 6.74%
New Firm Share of Firms 6.7% 5.5% -21.82% 6.7% 5.2% -28.85% 7.03%
New Firm Share of Employment 3.3% 2.6% -26.92% 3.3% 2.5% -32.00% 5.08%
Young Firm Share of Employment 10.8% 9.0% -20.00% 10.9% 8.4% -29.76% 9.76%
Greenfield Share of Establishments 3.7% 4.0% 7.50% 3.7% 3.8% 2.63% 4.87%
Greenfield Share of Employment 2.7% 2.8% 3.57% 2.9% 2.3% -26.09% 29.66%
Oil and Gas Share of Employment 4.7% 6.4% 26.56% 2.6% 3.0% 13.33% 13.23%
Manufacturing Share of Employment 13.40% 11.10% -20.72% 13.8% 12.2% -13.11% 7.61%

Averages of annual data for treatment and control groups. Pre-2007 period is 2000-2006. Post-2007 period is 2007-2014. Refer to Appendix Table A1
for more detailed summary statistics. Total employment in counts. “New Firm Share of Firms” is the total number of new firms as a share of total
firms in the county. “New Firm Share of Employment” is employment associated with new firms as a share of total county employment. “Young Firm
Share of Employment” is employment associated with young firms (age 1 to 4) as a share of total employment. “Greenfield Share of Establishments”
is the share of establishments that were opened by existing firms within that year. “Greenfield Share of Employment” is the share of employment
associated with new establishments of existing firms. “Oil and Gas Share of Employment” is the share of total employment in the oil and gas industry
(NAICS 211, 213, 324, and 325) and “Manufacturing Share of Employment” is the share of total employment in the manufacturing industry (NAICS
31-33).

Table 2: Impact of Shale on Employment by Play - All Industries
(1) (2) (3) (4) (5) (6) (7) (8)
All Bakken Eagle Ford Haynesville Marcellus Niobrara Permian Utica

Treatment Effect 0.072∗∗∗ 0.216∗∗∗ 0.226∗∗∗ 0.073 0.039 0.039 0.089∗∗ 0.056
(0.014) (0.074) (0.056) (0.059) (0.017) (0.044) (0.044) (0.034)

Observations 8,550 600 690 750 3,180 1,110 1,620 600

Value of Prod. (100 millions) 0.16∗∗∗ 0.58∗∗∗ 0.34∗∗∗ 0.21 0.11∗∗ 0.11 0.09∗∗ 1.54
(0.03) (.016) (0.09) (0.17) (0.06) (0.12) (0.04) (1.11)

Observations 8,550 600 690 750 3,180 1,110 1,620 600

Rig count (hundreds) 0.047∗∗∗ 0.221∗∗∗ 0.146∗∗∗ 0.031 0.05∗∗∗ 0.029 0.026∗∗ 0.152
(0.009) (0.062) (0.039) (0.027) (0.019) (0.046) (0.013) (0.136)

Observations 8,550 600 690 750 3,180 1,110 1,620 600

Dependent variable natural log of total employment in all regressions. County clustered standard errors shown.
Treatment time period post 2007. Treated areas include all counties with shale oil and/or gas production as defined
by EIA Drilling Productivity Reports. Control counties chosen using propensity score match from national sample
in non-shale states. Parameters estimated with OLS.
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Table 3: Impact of Shale on Employment by Industry- All Plays
(1) (2) (3) (4) (5) (6)

Oil and Gas- Non Oil and Refineries & Utilities and
Mining Gas- Mining Petrochemical Waste Mgt Construction Manufacturing

NAICS 211, 213 324, 325 22, 562 23 31-33

Treatment Effect 0.504∗∗∗ 0.057∗∗∗ 0.002 0.04 0.2∗∗∗ 0.028
(0.064) (0.013) (0.069) (0.041) (0.031) (0.039)

N 8,550 8,550 8,550 8,550 8,550 8,550
Revenue (hundred millions) 0.488∗∗∗ 0.137∗∗∗ 0.153∗ 0.16∗∗ 0.386∗∗∗ 0.164∗∗

(0.89) (0.25) (0.84) (0.65) (0.57) (0.68)

N 8,550 8,550 8,550 8,550 8,550 8,550
Rig count (hundreds) 0.154∗∗∗ 0.04∗∗∗ 0.034 0.047∗∗ 0.127∗∗∗ 0.044∗∗

(0.028) (0.008) (0.027) (0.021) (0.018) (0.021)

N 8,550 8,550 8,550 8,550 8,550 8,550

(7) (8) (9) (10) (11) (12)
Retail Transport & Prof., science, Educ. & Arts, Ent., Other
Trade Warehousing & tech health & Accom. Services

NAICS 44-45 48-49 54 61-62 71-72 81

Treatment Effect 0.042∗∗∗ 0.123∗∗∗ 0.02 0.019 0.094∗∗∗ 0.032∗

(0.013) (0.046) (0.03) (0.023) (0.024) (0.018)

N 8,550 8,550 8,550 8,550 8,550 8,550
Revenue (hundred millions) 0.113∗∗∗ 0.358∗∗∗ 0.069 0.026 0.159∗∗∗ 0.082∗∗∗

(0.19) (0.86) (0.44) (0.51) (0.46) (0.26)

N 8,550 8,550 8,550 8,550 8,550 8,550
Rig count (hundreds) 0.034∗∗∗ 0.1∗∗∗ 0.015 0.006 0.05∗∗∗ 0.023∗∗∗

(0.006) (0.027) (0.014) (0.015) (0.015) (0.008)

N 8,550 8,550 8,550 8,550 8,550 8,550

Dependent variable natural log of total employment in all regressions. County clustered standard errors shown. Treatment
time period post 2007. Treated areas include all counties with shale oil and/or gas production as defined by EIA Drilling
Productivity Reports. Control counties chosen using propensity score match from national sample in non-shale states.
Parameters estimated with OLS.

Table 4: Impact of Shale on Employment Growth by Establishment Age - All Industries
(1) (2) (3) (4) (5) (6) (7)

New Firms Young Firms New & Mature Firms Greenfield Incumbent Total
Young Firms Estabs Estabs

(1) + (2) (1) + (2) + (4)
(1) + (5) + (6)

Treatment Effect 0.227 0.149 0.376∗∗ 0.545∗ 0.707∗∗∗ -0.012 0.921∗∗

(0.149) (0.135) (0.150) (0.305) (0.193) (0.346) (0.376)

Observations 8,550 8,550 8,550 8,550 8,550 8,550 8,550

Revenue (100 millions) 0.97∗∗∗ 0.01 0.98∗∗∗ 1.15∗∗ 1.11∗∗∗ 0.05 2.12∗∗∗

(0.31) (0.25) (0.35) (0.55) (0.29) (0.68) (0.78)

Observations 8,550 8,550 8,550 8,550 8,550 8,550 8,550

Rig count (hundreds) 0.296∗∗∗ 0.104 0.4∗∗∗ 0.428∗∗ 0.227∗∗ 0.304 0.828∗∗∗

(0.091) (0.064) (0.114) (0.178) (0.092) (0.21) (0.260)

Observations 8,550 8,550 8,550 8,550 8,550 8,550 8,550

Dependent variable growth component in all regressions. County clustered standard errors shown. Treatment time period post 2007.
Treated areas include all counties with shale oil and/or gas production as defined by EIA Drilling Productivity Reports. Control
counties chosen using propensity score match from national sample in non-shale states. Parameters estimated with OLS. New firm
age (in years) =0, young =1-4, old = 5+. Columns 1+2=3, columns 1+2+4=7, and columns 1+5+6=7

28



Table 5: Impact of Shale on Employment Ratio
(1) (2) (3) (4)

Pre-2007 establishments New establishments 2007 New establishments of Total
to pre-2007 firms firms born 2007 and later

Treatment effect 2000 -0.0387 0 0 -0.0387
(0.0354) (0.0354)

Treatment effect 2001 -0.0014 0 0 -0.0014
(0.0241) (0.0241)

Treatment effect 2002 -0.0024 0 0 -0.0024
(0.0136) (0.0136)

Treatment effect 2003 -0.0087 0 0 -0.0087
(0.0146) (0.0146)

Treatment effect 2004 -0.0036 0 0 -0.0036
(0.0136) (0.0136)

Treatment effect 2005 -0.0027 0 0 -0.0027
(0.0119) (0.0119)

Treatment effect 2006 0 0 0 0

Treatment effect 2007 0.0013 0.0058 -0.0081 -0.001
(0.0069) (0.0041) (0.005) (0.0096)

Treatment effect 2008 0.0081 0.0064 0.008 0.0225
(0.0076) (0.0056) (0.0107) (0.0154)

Treatment effect 2009 0.0201∗∗ 0.0135∗∗ 0.0004 0.034∗∗∗

(0.0086) (0.0068) (0.0035) (0.0114)
Treatment effect 2010 0.0224∗∗ 0.0191∗∗ 0.0065 0.048∗∗∗

(0.0091) (0.0085) (0.0041) (0.0127)
Treatment effect 2011 0.0427∗∗∗ 0.0288∗∗∗ 0.0148∗∗∗ 0.0862∗∗∗

(0.0130) (0.0098) (0.0057) (0.0185)
Treatment effect 2012 0.0465∗∗∗ 0.036∗∗∗ 0.0367∗∗∗ 0.1193∗∗∗

(0.0132) (0.0110) (0.0107) (0.0242)
Treatment effect 2013 0.0551∗∗∗ 0.0426∗∗∗ 0.0523∗∗∗ 0.1499∗∗∗

(0.0144) (0.0127) (0.0140) (0.0301)***
Treatment effect 2014 0.0454∗∗∗ 0.0539∗∗∗ 0.0704∗∗∗ 0.1696∗∗∗

(0.0130) (0.0141) (0.0180) (0.0351)
Observations 8,550 8,550 8,550 8,550

County clustered standard errors shown. Treatment time period post 2007. Treated areas include all counties with
shale oil and/or gas production as defined by EIA Drilling Productivity Reports. Control counties chosen using
propensity score match from national sample in non-shale states. Parameters estimated with OLS. New firm age
(in years) =0, young =1-4, old = 5+. Employment ratio is defined as the ratio of a given group’s employment
in a given year to the total county employment for that group in the base year of 2006. Pre-treatment period is
2000-2006 and post-treatment period is 2007-2014.

Table 6: Comparison of Estimated Treatment Effects by Firm Age
(1) (2) (3) (4) (5) (6) (7)

New Firms Young Firms New & Mature Firms Greenfield Incumbent Total
Young Firms Estabs Estabs

(1) + (2) (1) + (2) + (4)
(1) + (5) + (6)

Treatment Effect Results

Propensity Score Match Group 0.227 0.149 0.376∗∗ 0.545∗ 0.707∗∗∗ -0.012 0.921∗∗

Random Control Group (Min.) 0.14 0.15 0.47 0.57 0.57 0.12 1.19
Random Control Group (Mean) 0.39 0.29 0.63 0.80 0.72 0.38 1.43
Radom Control Group (Max.) 0.47 0.43 0.80 1.14 0.86 0.54 1.74

Revenue Results

Propensity Score Match Group 0.097∗∗∗ 0.001 0.098∗∗∗ 0.115∗∗ 0.111∗∗∗ 0.005 0.212∗∗∗

Random Control Group (Min.) 0.086 -0.002 0.095 0.091 0.10 -0.015 0.209
Random Control Group (Mean) 0.1025 0.011 0.114 0.118 0.114 0.015 0.232
Random Control Group (Max.) 0.115 0.22 0.127 0.142 0.128 0.033 0.258

Rig Count Results

Propensity Score Match Group 0.296∗∗∗ 0.104 0.4∗∗∗ 0.428∗∗ 0.227∗∗ 0.304 0.828∗∗∗

Random Control Group (Min.) 0.26 0.08 0.41 0.38 0.21 0.25 0.85
Random Control Group (Mean) 0.32 0.13 0.45 0.46 0.25 0.35 0.91
Random Control Group (Max.) 0.36 0.17 0.49 0.55 0.29 0.41 1

Treatment time period post 2007. Treated areas include all counties with shale oil and/or gas production as defined by EIA Drilling Productivity
Reports. Control counties chosen using propensity score match from national sample in non-shale states. Data across all industries and shale plays is
used. Treatment effect, revenue, and rig count coefficient estimates are from Table 4. Revenue is expressed in hundreds of millions of dollars and rig
count is expressed in hundreds of rigs. Parameters estimated with OLS. New firm age (in years) =0, young =1-4, old = 5+. Columns 1+2=3, columns
1+2+4=7, and columns 1+5+6=7
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Table 7: Placebo Tests
(1) (2) (3) (4) (5) (6) (7) (8)
All Bakken Eagle Ford Haynesville Marcellus Niobrara Permian Utica

Treatment Placebo

Treatment Effect -0.008 0.029 0.13 -0.088 0.007 0.007 0.043 -0.039
(0.023) (0.115) (0.092) (0.062) (0.02) (0.051) (0.07) (0.047)

Observations 4,275 300 345 375 1,590 555 810 300

Control Placebo

Treatment Effect 0.001 -0.068 -0.114∗ 0.15 -0.037 -0.014 0.083 0.025
(0.016) (0.099) (0.060) (0.102) (0.028) (0.073) (0.055) (0.051)

Observations 4,275 300 345 375 1,590 555 810 300

(1) (2) (3) (4) (5) (6) (7)
New Firm Young Firm New & Young Firm Old Firm New- Existing Old-Exisiting Total

(1) + (2) (1) + (2) + (4)
(1) + (5) + (6)

Treatment Placebo

Treatment Effect 0.089 0.095 0.184 0.131 -0.099 0.325 0.315
(0.201) (0.178) (0.241) (0.477) (0.242) (0.543) (0.613)

Observations 4,275 4,275 4,275 4,275 4,275 4,275 4,275

Control Placebo

Treatment Effect -0.206 -0.223 -0.429∗∗ 0.257 -0.383 0.418 -0.172
(0.219) (0.202) (0.178) (0.38) (0.302) (0.429) (0.439)

Observations 4,275 4,275 4,275 4,275 4,275 4,275 4,275

Dependent variable natural log of total employment in all regressions. County clustered standard errors shown.
Treatment time period post 2007. Treated areas include all counties with shale oil and/or gas production as defined
by EIA Drilling Productivity Reports. Control counties chosen using propensity score match from national sample
in non-shale states. Parameters estimated with OLS. New firm age (in years) =0, young =1-4, old = 5+.
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Table A2: Impact of Shale on Employment Growth by Firm Age - Mining vs. Non-Mining
Sectors

(1) (2) (3) (4) (5) (6) (7)
New Firms Young Firms New & Mature Firms Greenfield Incumbent Total

Young Firms Estabs Estabs
(1) + (2) (1) + (2) + (4)

(1) + (5) + (6)

Treatment Effect 2.5 2 4.5∗∗ 6.1∗∗∗ 3.8∗∗ 4.3∗ 10.5∗∗∗

OGM (1.7) (1.4) (2.2) (2.2) (1.7) (2.3) (3.0)

Observations 5,184 5,184 5,184 5,184 5,184 5,184 5,184
Treatment Effect 0.19 0.12 0.31∗∗ 0.44 0.62∗∗ -0.07 0.75∗∗

Non-OGM (0.15) (0.15) (0.16) (0.29) (0.19) (0.34) (0.36)

Observations 8,550 8,550 8,550 8,550 8,550 8,550 8,550

Revenue (100 millions) 1.6 1.3 2.9 7.2∗∗∗ 5.3∗∗∗ 3.2 10.1∗∗∗

OGM (1.7) (1.6) (1.9) (2.4) (1.6) (2.4) (2.8)

Observations 5,184 5,184 5,184 5,184 5,184 5,184 5,184
Revenue (100 millions) 0.91∗∗∗ 0.1 1.02∗∗∗ 0.9∗ 0.84∗∗∗ 0.16 1.92∗∗∗

Non-OGM (0.3) (0.35) (0.4) (0.46) (0.27) (0.67) 0.7)

Observations 8,550 8,550 8,550 8,550 8,550 8,550 8,550

Rig Count (hundreds) 0.8 0.7 1.4∗∗∗ 2.7∗∗∗ 1.7∗∗∗ 1.7∗∗ 4.2∗∗∗

OGM (0.5) (0.5) (0.6) (0.8) (0.5) (0.8) (0.9)

Observations 5,184 5,184 5,184 5,184 5,184 5,184 5,184
Rig Count (hundreds) 0.28∗∗∗ 0.13 0.41∗∗∗ 0.35∗∗∗ 0.16∗∗ 0.32 0.76∗∗∗

Non-OGM (0.08) (0.09) (0.13) (0.15) (0.08) (0.2) (0.24)

Observations 8,550 8,550 8,550 8,550 8,550 8,550 8,550

County clustered standard errors shown. Treatment time period post 2007. Treated areas include all counties with
shale oil and/or gas production as defined by EIA Drilling Productivity Reports. Control counties chosen using
propensity score match from national sample in non-shale states. Parameters estimated with OLS. New firm age
(in years) =0, young =1-4, old = 5+.

Table A3: Impact of Shale on Employment by Firm Age - by Shale Play
(1) (2) (3) (4) (5) (6) (7)

New Firms Young Firms New & Mature Firms Greenfield Incumbent Total
Young Firms Estabs Estabs

(1) + (2) (1) + (2) + (4)
(1) + (5) + (6)

ln(Total Employment)

Treatment Effect- Bakken 1.04∗ 1.52∗∗∗ 2.56∗∗∗ 2.8∗∗ 0.69 3.64∗∗∗ 5.36∗∗∗

(0.57) (0.40) (0.79) ( 1.36) (0.59) (1.26) (1.90)

Observations 600 600 600 600 600 600 600
Treatment Effect- Eagle Ford 0.55 1.3∗∗ 1.85∗∗∗ 1.81 1.66 1.45 3.66∗∗

(0.51) (0.50) (0.62) (1.21) (1.15) (1.5) (1.62)

Observations 690 690 690 690 690 690 690
Treatment Effect- Haynesville 0.02 -0.44 -0.43 -0.23 0.6∗ -1.27 -0.65

(0.31) (0.3) (0.34) (0.98) (0.33) (1.14) (1.04)

Observations 750 750 750 750 750 750 750
Treatment Effect- Marcellus -0.36∗∗ 0.22∗ -0.14 0.12 0.22 0.11 -0.03

(0.15) (0.13) (0.15) (0.42) (0.21) (0.42) (0.45)

Observations 3,180 3,180 3,180 3,180 3,180 3,180 3,180
Treatment Effect- Niobrara -0.91 076 -0.15 -0.89 -0.11 -0.02 -1.04

(0.62) (0.73) (0.43) (1.04) (0.49) (1.27) (1.21)

Observations 1,100 1,100 1,100 1,100 1,100 1,100 1,100
Treatment Effect- Permian 0.78 -0.11 0.67 0.51 0.64 -0.25 1.17

(0.59) (0.57) (0.47) (0.83) (0.52) (1.17) (1.11)

Observations 1,620 1,620 1,620 1,620 1,620 1,620 1,620
Treatment Effect- Utica -0.6 0.23 -0.37 -0.93 0.07 -0.76 -1.3∗

(0.42) (0.38) (0.31) (0.72) (0.43) (0.76) (0.70)

Observations 600 600 600 600 600 600 600

County clustered standard errors shown. Treatment time period post 2007. Treated areas include all counties with
shale oil and/or gas production as defined by EIA Drilling Productivity Reports. Control counties chosen using
propensity score match from national sample in non-shale states. Parameters estimated with OLS. New firm age
(in years) =0, young =1-4, old = 5+.
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Table A4: Estimated Treatment Effect for 20 Random Control Groups: Ln(Employment)
Iteration New Firms Young Firms New & Young Firms Mature Firms Greenfield Estabs Incumbent Estabs Total

1 0.30 0.25 0.55 0.8 0 0.74 0.31 1.35
2 0.29 0.33 0.63 0.74 0.61 0.47 1.37
3 0.31 0.34 0.65 0.63 0.67 0.31 1.28
4 0.39 0.16 0.55 0.89 0.59 0.45 1.43
5 0.25 0.21 0.47 0.80 0.75 0.26 1.27
6 0.42 0.38 0.80 0.80 0.86 0.33 1.60
7 0.26 0.32 0.58 0.76 0.83 0.25 1.34
8 0.44 0.20 0.64 1.03 0.74 0.49 1.67
9 0.39 0.25 0.64 0.71 0.66 0.30 1.35
10 0.34 0.32 0.65 0.86 0.77 0.41 1.51
11 0.39 0.29 0.68 0.57 0.70 0.16 1.25
12 0.47 0.17 0.64 0.77 0.82 0.12 1.41
13 0.41 0.34 0.75 0.95 0.74 0.54 1.70
14 0.24 0.35 0.59 0.87 0.84 0.38 1.46
15 0.29 0.36 0.64 0.76 0.67 0.46 1.41
16 0.33 0.38 0.71 0.87 0.76 0.49 1.58
17 0.36 0.23 0.59 0.61 0.57 0.27 1.20
18 0.29 0.43 0.72 0.76 0.64 0.54 1.48
19 0.45 0.15 0.60 1.14 0.81 0.48 1.74
20 0.14 0.35 0.49 0.70 0.57 0.48 1.19

Mean 0.39 0.29 0.63 0.80 0.72 0.38 1.43
Std. Dev. 0.08 0.08 0.08 0.14 0.09 0.12 0.16

Min 0.14 0.15 0.47 0.57 0.57 0.12 1.19
Max 0.47 0.43 0.80 1.14 0.86 0.54 1.74

County clustered standard errors estimated, but not shown. Treated areas include all counties with shale oil and/or gas production
as defined by EIA Drilling Productivity Reports. Control counties chosen using propensity score match from national sample in
non-shale states. Parameters estimated with OLS. New firm age (in years) =0, young =1-4, old = 5+. Minimum and maximums
in absolute values.

Table A5: Estimated impact of revenue for 20 Random Control Groups: Ln(Employment)
Iteration New Firms Young Firms New & Young Firms Mature Firms Greenfield Estabs Incumbent Estabs Total

1 10.2 0.03 1.05 1.18 1.17 0.04 2.23
2 9.3 0.14 1.07 1.11 1.0 0.25 2.18
3 1.08 0.11 1.19 1.0 1.04 0.06 2.19
4 1.08 -0.02 1.06 1.34 1.07 0.25 2.4
5 0.9 0.04 0.95 1.21 1.19 0.07 2.16
6 1.09 0.18 1.27 1.27 1.28 0.16 2.54
7 0.91 0.15 1.06 1.1 1.22 0.02 2.16
8 1.11 0.07 1.18 1.37 1.22 0.22 2.55
9 1.06 1.0 1.16 1.13 1.1 0.13 2.29
10 1.03 0.15 1.18 1.35 1.24 0.25 2.52
11 1.08 0.11 1.19 0.91 1.1 -0.08 2.1
12 1.15 0.01 1.16 1.02 1.18 -0.15 2.18
13 1.12 0.15 1.27 1.31 1.15 0.31 2.58
14 0.89 0.17 1.06 1.33 1.23 0.26 2.38
15 0.95 0.17 1.11 1.08 1.11 0.13 2.2
16 1.04 0.19 1.23 1.3 1.17 0.33 2.53
17 1.04 0.1 1.14 1.01 1.03 0.08 2.15
18 1.03 0.22 1.25 1.13 1.03 0.32 2.37
19 1.13 -0.02 1.11 1.42 1.2 0.19 2.53
20 0.86 0.15 1.0 1.09 1.02 0.22 2.09

Mean 1.025 0.11 1.135 1.183 1.138 0.153 2.317
Std. Dev. 0.087 0.071 0.089 0.146 0.085 0.132 0.173

Min. 8.6 -0.2 9.5 9.1 10 -1.5 2.09
Max. 1.15 0.22 1.27 1.42 1.28 0.33 2.58

County clustered standard errors estimated, but not shown. Revenue in hundreds millions USD. Treated areas include all counties
with shale oil and/or gas production as defined by EIA Drilling Productivity Reports. Control counties chosen using propensity
score match from national sample in non-shale states. Parameters estimated with OLS. New firm age (in years) =0, young =1-4,
old = 5+. Minimum and maximums in absolute values.
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Figure A1: Employment treatment effects by year

Yearly differences in employment after controlling for all covariates. Coefficients displayed are the ratio of
the group employment in a given year to the total county employment for that group in the base year of
2006. Pre-treatment period is 2000-2006 and post-treatment period is 2007-2014. 95 percent confidence
interval shown.
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Table A6: Estimated impact of rig count for 20 Random Control Groups: Ln(Employment)

Iteration New Firms Young Firms New & Young Firms Mature Firms Greenfield Estabs Incumbent Estabs Total

1 0.31 0.11 0.43 0.46 0.26 0.32 0.89
2 0.3 0.14 0.44 0.47 0.21 0.4 0.91
3 0.33 0.13 0.45 0.42 0.23 0.32 0.88
4 0.34 0.08 0.42 0.5 0.21 0.37 0.92
5 0.29 0.12 0.41 0.47 0.26 0.32 0.87
6 0.34 0.15 0.49 0.48 0.29 0.35 0.97
7 0.29 0.14 0.43 0.44 0.28 0.3 0.88
8 0.34 0.12 0.46 0.52 0.28 0.36 0.97
9 0.32 0.13 0.45 0.43 0.23 0.34 0.88
10 0.33 0.14 0.46 0.5 0.27 0.37 0.96
11 0.33 0.13 0.47 0.38 0.24 0.28 0.85
12 0.35 0.1 0.45 0.42 0.27 0.25 0.88
13 0.34 0.15 0.49 0.5 0.25 0.41 0.99
14 0.28 0.16 0.44 0.47 0.27 0.36 0.92
15 0.31 0.15 0.46 0.45 0.25 0.35 0.91
16 0.32 0.16 0.48 0.48 0.27 0.37 0.96
17 0.31 0.13 0.44 0.42 0.21 0.35 0.86
18 0.32 0.17 0.49 0.45 0.22 0.4 0.94
19 0.36 0.09 0.45 0.55 0.27 0.37 1
20 0.26 0.16 0.42 0.44 0.22 0.38 0.85

Mean 0.32 0.13 0.45 0.46 0.25 0.35 0.91
Std. Dev. 0.03 0.02 0.02 0.04 0.03 0.04 0.05

Min. 0.26 0.08 0.41 0.38 0.21 0.25 0.85
Max. 0.36 0.17 0.49 0.55 0.29 0.41 1

County clustered standard errors estimated, but not shown. Rig count expressed in hundreds of rigs. Treated areas include all
counties with shale oil and/or gas production as defined by EIA Drilling Productivity Reports. Control counties chosen using
propensity score match from national sample in non-shale states. Parameters estimated with OLS. New firm age (in years) =0,
young =1-4, old = 5+. Minimum and maximums in absolute values.
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