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1. Introduction 

In 2017, the federal government invested over $40 billion on university research; another $16 billion 

came from private sector sources (1). The expectation is that these investments will bear varied fruits, including 

outputs like more economic growth, more scientific advances, the training and development of future scientists, 

and a more diverse pipeline of STEM researchers(2, 3); an expectation that is supported by the work of recent 

Nobel Laureate in Economics, Paul Romer (4). Yet volatility in federal funding, highlighted by a 35 day federal 

shutdown in early 2019, has resulted in an increased interest on the part of scientists in finding other sources 

of funding. Understanding the effect of such different funding streams on research outputs is thus of more 

than academic importance, particularly because there are likely to be tradeoffs, both in terms of the structure 

of research and in terms of research outputs. For example, federal funding is often intended to affect the 

structure of research, with explicit goals of training the next generation of scientists and promoting diversity; 

those goals are less salient for non-federal funding. On the output side, federally funded research may be more 

likely to emphasize producing purely scientific outputs, like publications, rather than commercial outputs, like 

patents.  The contribution of this paper is to use new data to examine how different sources of financial 

support—which we refer to as “braided” funding – affect both the structure of scientific research and the 

subsequent outputs. 

There has been a rich literature on the results of different sources of funding since at least the seminal 

work of Rosenberg and Nelson(5). Much of this literature suggests that privately funded research is more likely 

to be applied than basic. (6–9). Some theoretical work has hypothesized that funding from public and private 

sources might influence scientific inquiries in laboratories in different directions (10). This prediction is 

supported by empirical evidence that suggests that having funding from different sources changes the research 

outputs pursued by research groups (11–15). The evidence, however, is mixed – some literature argues that 

funding from the public sector complements private sector funding by supporting the production of more 

scientific output within a single research agenda; others find public and private funding for research to be 

substitutes, enabling scientists to pursue new and different avenues of research (9, 16, 17).  

While there has been an interest in understanding the output tradeoff, the literature has been largely 

silent as to the mechanisms whereby the tradeoff occurs. Team size is thought to be important, but that finding 

is based on an examination of individual contributions to outputs such as publications and patents rather than 

studying the structure of research groups themselves (18).  This paper uses a new dataset that provides detailed 

information about both funding and the structure of the key unit of analysis, research teams.  It includes 

longitudinal information about all sources of funding, both federal and non-federal, received by research teams, 

the way in which that funding was spent over time, and the composition of each team.  That new dataset, 

UMETRICS data from the Institute for Research on Innovation and Science (IRIS) consists of highly granular 

transaction information from 26 major U.S. research institutions(20), representing about a third of federally 

supported university R&D activity. Depending on the university, they go back as far as the first quarter of 2000. 

The data include monthly information about how funding is spent, and on what it is spent. Information on 

multiple sources of funding over time, as well as the structure of researchers’ teams—particularly the 

postdoctoral and graduate workforce – is also included: the data consist of information about 300,000 unique 

federal and non-federal awards including monthly wage payments to 540,000 individuals, including 54,000 

faculty, 100,00 graduate students, and 38,000 postdocs.  

The data has several interesting features particularly useful for addressing the research question.  First, 

while a majority of the research groups are initially set up with portfolios that are highly specialized and 

completely funded by federal agencies, there is a substantial minority whose portfolios are initially more 

diversified, with braided funding from federal and non-federal sources. Second, the portfolio of funding and 
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expenditures changes over time, even within the same research groups. Thus it is possible to examine the links 

between research group expenditures and workforce composition across groups.  Third, links have been made 

with output information, such as patent and publication activity, at the level of the research group, and thus it 

is possible to observe the way in which research groups adjust over time, both in terms of their workforce 

composition and outputs. 

These new data permit us to make three contributions to the literature. First, we develop a new method, 

based on advances in network science (21), for identifying and characterizing research groups in large-scale 

bibliometrics data. Although the research group has historically been important in sociological and economic 

studies of scientific production(22, 23), recent large-scale analyses have typically focused on much bigger (e.g., 

scientific fields,(24, 25)  or much smaller (e.g., individual papers or researchers,(26, 27) units of analyses. Part 

of the reason for the lack of attention stems from methodological constraints; prior work has typically relied 

on organizational directories or records (19, 28) to identify research groups, and therefore has typically been 

constrained to the study of a single institution. Our approach offers a route for overcoming these limitations, 

thereby “bringing the research group back in” to the study of scientific production. Second, we directly examine 

how funding affects the initial structure of the research group and how changes in federal and non-federal 

funding streams affect the workforce composition at the level of the research group over time. Previous work1 

has largely focused on one source of funding, such as NIH, or has been cross-sectional in nature. Third, we 

provide direct links between research group composition and multiple output measures.   

We find marked differences in the structure of groups that are completely federally funded and those 

that have braided sources of funds. Research groups that are able to spend from non-federal sources have a 

lower proportion of staff who are faculty. The share of faculty that is female is also lower.  

Changes in the sources of funds over time also affect the way in which groups adjust their workforce 

composition. Increases in non-federal expenditures are associated with lower utilization rates of graduate 

students and postdocs. The adjustment is much more pronounced for those with diversified portfolios. In 

terms of gender diversity, increases in non-federal funding are generally associated with teams having fewer 

female graduate students and postdocs. The adjustments are greater for those with initially diversified 

expenditure portfolios. 

There are clear differences in outputs as well.Groups with diversified portfolios that include non-

federal funding are more likely to patent and less likely to publish than are the more specialized, completely 

federally-funded groups. Those that do patent are more likely to produce disruptive inventions. Research 

groups led by more female faculty are less likely to generate a disruptive patent or a highly cited patent, but 

more likely to publish a scientific paper than those with fewer female faculty. Differences across groups with 

different levels of braided funding are weaker, with the exception of their likelihood of publishing. Research 

groups with initially higher levels of non-federal funding are even less likely to publish in response to increases 

in non-federal funding. There do not appear to be significant differences in terms of receiving ongoing funding.  

2. Background and Hypotheses 

The enormous growth in team science is typically seen as a response to the increasingly complex nature 

of scientific work, which requires the pooling of both resources and knowledge (29, 30). In operational terms, 

scientific research teams are often led by one or more senior scientists who jointly apply for funding and manage 

a group of postdocs, graduate students, staff scientists, and administrators.  

This change in the nature of scientific production means that the historical focus on characteristics of 

the individual researchers alone may no longer be appropriate. In particular, science is now largely conducted 

                                                 
1 With some notable exceptions(12) 
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as a collaborative activity, with both the number of team authored papers and the size of those teams growing 

dramatically over the past few decades (30). There is also mounting evidence that formal properties of 

organizations—building layout and departmental boundaries for example—may have profound effects on 

researchers’ exposure to new knowledge and therefore their capacity for transformative insights (28, 31). 

Collectively, these observations suggest that the organizational contexts—the informal (i.e., collaborations) and 

formal structure—within which research takes place are becoming increasingly important for understanding 

the link between scientific funding and transformative research activity. (32, 33).  

Expansion in organizational and managerial scale requires increased funding. Principal investigators often 

need to bring in multiple grants or contracts simultaneously in order to support costly operations. We call this 

phenomenon of merging and leveraging multiple streams of funding from different sources ̀ `braided'' funding. 

The consequences of such arrangements for team structure are likely to be important because in the United 

States, different funding sources often have different strictures applied to workforce composition. This is 

particularly true when the source of funding is the federal government; other sources of funding typically have 

fewer requirements on workforce composition but may have different output expectations.  

More specifically, the largest federal grant making agencies are the National Institutes of Health (NIH), the 

National Science Foundation (NSF), the Department of Defense (DoD), and the Department of Energy (DoE). 

Restrictions on expenditures from these sources are typically because a major motivation for governmental 

research funding is to encourage the training and development of future scientists. For example, grants made 

by the NIH and the NSF explicitly ask applicants to incorporate the mentoring and training of postdocs and 

graduate students in their grants, and to document how they will do so. There is also an explicit focus on 

building a diverse workforce, particularly by including women on grant teams, although sometimes with mixed 

results(2, 3, 34). The emphasis of federal funding on training the next generation of scientists and on building 

a diverse workforce leads to the first two hypotheses:  

 

H1. Research groups with a higher share of resources from non-federal sources will employ fewer trainees, namely postdocs 

and graduate students, but more professional/technical research staff.  

H2. Research groups with a higher share of resources from non-federal sources will employ fewer women. 

 

It is worth noting that these hypotheses can be interpreted in two ways. One is that research groups 

that specialize in federally funded research will organize themselves in different ways than those that receive 

“braided” funding, or funding from both federal and non-federal sources. The second is that research groups, 

regardless of how they are organized, respond differently to federal funding than they do to non-federal 

funding. We will test both variants. 

There are also differences in the types of expected outputs. While it is difficult to generalize across 

these very heterogeneous federal agencies, most use a peer review process and each grant is independently 

evaluated. By contrast, philanthropic and industry research often involves longer term relationships between 

program managers and researchers, and is tied more closely to the specific goals of the firm or foundation. 

Federally funded research is generally meant to encourage basic, more risky, work, which can be shared to 

support the public good aspects of science (35). In contrast, collaboration with industry partners may inhibit 

publishing of scientific findings in academic journals, as the sponsors seek to capture value from their 

investment (36, 37). The stereotypical example of this type of partnership is a pharmaceutical company paying 

bio-medical researchers to evaluate the efficacy of a new drug (38); such work is likely to be more focused on 

producing short-term results that are applicable and profitable (39).  

The empirical evidence is mixed. Some work suggests that research funded by corporate backers is 

more likely to emphasize commercializable results, change the priorities of research fields(14), result in fewer 

academic papers (15) and shift priorities towards producing patents (12, 40). Others find a positive correlation 
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between commercial sponsorship and academic productivity. (6, 41). The latter set of findings, however, are 

cross-sectional in nature, and are likely to reflect industry selection of higher productivity researchers. This leads 

to the following hypotheses about industry-sponsored research groups: 

H3. Research groups with a higher share of non-federal funding are more likely to patent but are less likely to publish scientific 

papers.  

As before, there are two possible interpretations of this hypothesis. One is that research groups that 

specialize in federally funded research are more likely to publish and less likely to patent than groups who 

receive “braided” funding or funding from both federal and non-federal sources. The second is that research 

groups, regardless of how they are organized, respond differently to output incentives depending on whether 

the source of funds is federal or non-federal.  

It is an open question as to whether non-federal funding increases the impact of patents produced by 

research groups in terms of creating departures from existing streams of technology. Some have argued that 

industry explicitly funds university researchers to stimulate high impact research, others have emphasized the 

narrowness of industry focus(42). Funk and Owen-Smith show that for universities, increases in federal funding 

are associated with higher impact patents(43). Papers of scientists backed by the non-federal Howard Hughes 

Medical Institute are on average more innovative than those written by federally sponsored scientists (11); 

patents developed from corporate-sponsored research at the nine campuses and three national laboratories 

operated by the University of California are more frequently licensed and more frequently cited than patents 

derived from purely federally supported research (44).  

Quite separately, no study of which we are aware examines the effect of changes in the amount of non-

federal funding on the impact of patents for a given research group. Our hypothesis is that non-federal funding 

is likely to be supportive of stimulating research that departs from existing streams of technology, and hence is 

more likely to be disruptive: 

 

H4 The patents produced by research groups with a higher share of federal funding are likely to be more disruptive. 

 

 Publications and patents measures are useful indicators of scientific productivity, but we can also draw 

on the firm survival literature to create an alternative measure - research group survival, as measured by the 

receipt of subsequent grants (45). The logic is as follows. Funding agencies, whether federal or non federal, 

typically explicitly ask principal investigators requesting additional funding to describe the results of their prior 

funding. Scientific panels and peer reviewers are then asked to evaluate the quality and quantity of that output 

in making a decision to support the investigator again. Failure to receive follow-on funding can be seen as an 

indicator of peers’ assessment of low quality contribution from previous grants. We are not aware of any 

literature that has examined the relationship, and as a consequence, have no prior hypotheses about the 

direction of the effects of funding; the analysis reported below is for exploratory purposes only. 

3. Data Construction 

This section provides a description of the analytical dataset. We begin with a description of the 

underlying data used in the analysis. We then provide details about the construction of the unit of analysis - 

research groups - from the underlying raw administrative data, and the measurement of the levels and changes 

in the key inputs - personnel within the research groups. We subsequently discuss the measures of research 

output and productivity linked to each research group over time. 
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The underlying analytical data used come from the UMETRICS 2018Q4a data release (46, 47). These 

raw data include longitudinal administrative, personnel, and accounting records on the expenditures associated 

with grants held by researchers at 26 major U.S. research institutions(20). The main file of interest in this project 

is the employee file. Briefly, for each funded project, the file contains all payroll charges for all pay periods 

(period start date to period end date) with links to both the award id (each incoming grant or contract, regardless 

of source, has a tracking number) and the internal university id number (recipient account number). Also 

available from the payroll records are the employee’s internal de‐identified employee number, the occupational 

classification2 and the proportion of earnings allocated to the award. These data permit the capture of all 

collaborations longitudinally as well as the network connections generated by the project. 

3.1 Construction of the unit of analysis: research groups 

As described in section 2, an important contribution of this paper is its focus on the research team 

rather than on the individual researcher, reflecting the change in the nature of scientific production toward 

collaborative teamwork. This contribution requires developing measures of research teams, since UMETRICS 

data, like most other data, does not identify research groups explicitly. 

Research groups are defined to be collections of senior researchers who jointly manage research 

funding and their associated personnel. Identifying such groups is challenging because in addition to dense 

connections within teams, researchers frequently have sparse connections to other teams and research groups. 

The empirical approach builds on prior methods in the network science literature(48) used to detect 

communities with large network data.  

Briefly, the approach categorizes the collaborations of senior researchers using a network community 

detection algorithm. The algorithm utilized to find research groups efficiently removes conflating sparse 

connections between researchers and identifies densely connected research groups in a transparent and 

straightforward manner, described in the next few paragraphs. 

The network is constructed based on faculty members who are paid on grants in the UMETRICS data. 

It only includes employees who are faculty members in the network and whose only role across all UMETRICS 

grants is as a faculty member.3 Furthermore, in order to focus on research-active teams in the sciences, the 

faculty members in the sample must have been funded by a NIH, NSF, or Department of Energy grant at some 

point in the data.4 This results in 31,063 faculty members. 

The next task is to identify all grants that paid this group of faculty in the UMETRICS data. Trivial 

grants are excluded. We required grants to have at least $1,000 in total spending and at least three months of 

positive spending. Center grants, which support large numbers of faculty who often do not collaborate as a 

unified group on scientific research, are also dropped. Thus, for inclusion, grants must have fewer than five 

distinct faculty members as employees. Grants that are primarily targeted at training individuals are also 

eliminated - notably, grants from the Department of Education - as many of these are fellowships that support 

the education of individuals rather than a specific research group’s scientific work. The resulting subset consists 

of 111,284 research grants.5 

                                                 
2 Individuals are classified on the basis of their last occupation observed in our data. 
3 This excludes graduate students or postdocs who serve as PIs. 
4 Of all faculty members at the institutions being studied only 2.9% received external funding exclusively from non-federal 

sources, while 63.4% of faculty received funding from NIH or NSF. 
5 The grants that pass the above described criteria are used for identifying research groups by focusing on the grants in 

which researchers are most likely to interact, collaborate, and coordinate shared resources. These restrictions are only 
applied for the purpose of identifying the research groups. Our analysis of the organization and research outputs of the 
groups examines all funding that supported a research group from all grants visible in the data. 
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The next step is to combine faculty members and the research grants that paid them into a network, 

where each faculty member is treated as a node. An edge is formed between faculty member nodes if both 

researchers have been paid on the same grant (within the grants matching the above criteria). 

The algorithm for identifying research groups proceeds by dividing up this network of faculty 

members. There are 9,113 discrete sub-components of the faculty network. If a sub-component contains more 

than 10 distinct faculty members (there are 212 such groups), that sub-component is further split based on a 

procedure inspired by Girvan and Newman (48) In particular, one edge at a time is sequentially removed from 

the sub-component based on ranking the edges by their betweenness centrality. The betweenness centrality is 

computed based on a weighted measure using the number of shared grants as weights. The sequential removal 

of edges terminates when all of the new discrete sub-components have fewer than 10 faculty members. Figure 

1 provides a graphical example – faculty can be clustered in one research group around a single grant (like 

Professor D, E and F in Research Group 3) or can be associated with multiple grants (like Professor X in 

Research Groups 1 and 2). Sub-components are filtered to include those for which complete accounting and 

personnel data exist.6 These derived sub-components are defined as research groups. The analysis focusses on 

active research groups by using the groups with at least five years of accounting data and with at least $100,000 

in average annual spending – there are 4,790 such groups.  

 

Figure 1: Example of Characterizing Research Groups 

 

 
 

 

 

3.2 Sources of funding and related expenditures 

The composition of research funding is derived from grant administration accounting records in the 

UMETRICS dataset. Universities that contribute grant-level accounting data to UMETRICS list, for each grant, 

both the name of the external funding source as well as the Catalog of Federal Domestic Assistance (CFDA) 

code for federal agency sponsors. A combination of the CFDA codes and the names of external funders are 

used to determine if a grant came from a federal government agency or a non-federal source. These data are 

then linked to the actual spending on each grant for each research group. In other words, for each research 

                                                 
6 In particular, we exclude research groups for which we only have information from partial years of accounting data, those 
with only negative (refund) vendor transactions, and those with inconsistent accounting information. For example, we 
remove research groups for which the sum of the vendor payments exceed the total direct expenses listed for the grant.. 
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group in each year it is possible to construct the fraction of the group’s expenditures that comes from the 

federal government, as well as the fraction of spending that is accounted for by non-federal sources of funds.  

Recall that there were two possible interpretations of Hypotheses 1 and 2. One was that research 

groups will organize themselves in different ways, depending on the sources of funding. The raw data suggest 

that there does seem to be specialization in the way in which research groups are funded. As can be seen from 

the left-most panel of Figure 2, there is a dichotomy in sources of funding. Most research groups (about 70 

percent) are almost entirely dependent on federal funding. However, about 20 percent have between 25 percent 

and 100 percent of their funding coming from non-federal sources.  

The dichotomy is not random. The central panel shows persistence in funding types; research groups 

– represented by dots – along the 45 degree line typically had roughly the same fraction of non-federal funding 

in year one as in year two. Although there is some variation from year to year, there is substantial persistence, 

as shown by clustering around the 45 degree line. Evidence of persistence is even clearer in the third panel. 

When research groups are categorized into one of three groups by their levels of non-federal funding—none, 

low diversification (more than zero but less than 10 percent) and diversified (more than 10 percent) in the first 

three years—it is evident that although there is some convergence over time, those with high levels of non-

government funding tend to persist at higher rates of such funding than do their counterparts. 

 

Figure 2: Share of Non-Federal Funding for Research Groups, Levels and Persistance 

 
The differences in the inputs and outputs of these three different groups will be investigated in Section 4.  

 

3.3 Output measures: Patents, Disruptive Patents, Publications and Future Funding 

Patent data: The first source of data is the PatentsView database, retrieved in January of 2019, which 

contains bibliographic information on all patents granted by the United States Patent and Trademark Office 

(USPTO). Established in 2012, PatentsView longitudinally links inventors, assignees, locations and patenting 

activity using bulk data from the USPTO on published patent applications (2001-present) and granted patents 

(1976-present). Data on patent inventors from PatentsView was linked to UMETRICS data on research group 

employees by comparing names, affiliations, and grant numbers and constructing a similarity measure based on 

the textual similarity of the last names, middle initials, and first names of the inventors and employees. In 

addition, our matching algorithm examined the university affiliation of the employee with the assignee name 

listed on the patent and the geographic location listed for the inventor. After comparing names and affiliations, 



9 

 

the decision of whether or not a pair matches was based on empirical probabilities from a training dataset of 

known matches.7  

Disruptive patents: The second source of data come from a recent measure, developed originally by Funk 

and Owen-Smith (2017), known as the CD index (43), which captures a new measure of “disruptive” 

innovations, defined as patents that create departures from existing streams of technology. The index uses 

networks of citations to describe the degree to which ideas (embedded in papers or patents) consolidate or 

destabilize the scientific or technological status quo. More specifically, the CD index characterizes a focal patent 

by examining how it influences the subsequent use of the papers or patents on which it builds. Consistent with 

theories of scientific and technological change, papers and patents that increase the use of their predecessors 

(i.e., by leading them to garner more citations from future work) are given larger negative values on the CD 

index (indicating greater consolidation), while papers and patents that decrease the use of their predecessors 

(i.e., garnering them fewer citations from future work) are given larger positive values (indicating greater 

destabilization). Thus, the CD index captures the “direction” of the effect that a focal paper or patent has on 

scientific or technological change.  

Publication data: The third source is publication data. The PubMed database contains bibliometric 

records for more than 30 million scientific publications with a particular emphasis on the biomedical literature. 

If a scientific publication acknowledges support from a government grant, the associated PubMed database 

record records the grant number cited. Grant numbers cited in PubMed records are matched with the grant 

numbers present in the UMETRICS data. For each research group, we examine if any of the grants exclusively 

associated with a researcher in that research group is cited by a scientific publication in the PubMed database8.  

Future funding: This measure is constructed as a binary outcome representing if a research group started 

expending funds from a grant previously not used by that group. Observing a research group using funds from 

a new grant would provide evidence that the research group applied for and received additional sponsorship 

for its research work. 

 

 

3.4 Summary descriptions 

The final sample of 4,790 research groups, when observed over time, results in 24,683 observations. 

Table 1a provides summary information about the structure of the 4,790 research groups over all periods. The 

average research group has just over four faculty members exclusively working with that group per year, and 

spends a total of about $400,000 per year. About one third of the faculty is female, and about two thirds of the 

research groups have at least one patent.  

Figure 2 suggested that there is substantial persistence in the sources of funding to research groups 

and that potentially there are potentially in the way in which they are structured. In order to examine these 

differences, the research groups are split into three categories based on their first three years of life – those that 

are specialized, with no non-federal research expenditures, those with low levels of diversification (less than 10 

percent) and those that are diversified with more than 10 percent of their expenditures from federal sources.  

                                                 
7 The dataset of known linkages between NIH grants and patents was used to compare the names of the 
employees in UMETRICS with the names listed on patents. This allowed the development of probabilities for 
variations in names and affiliations referring to the same individual.  
8 Future work will include matches to other publication datasets, since there is an inherent bias towards life sciences in this 

output measure 
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There appear to be some differences in the way research groups are organized according to the source 

of funding. Research groups with more diversified expenditure portfolios tend to be larger and have more 

funding, including from government sources. Those research groups also have fewer faculty and more 

postdoctoral fellows and graduate students than do those funded completely by federal funding. There are 

fewer women faculty, but the share of women postdocs and graduate students is not noticeably different. 

Table 1b provides summary information about the unbalanced annual panel of 24,683 observations 

now also including output measures, such as patents (as well as disruptive patents), publications (as well as 

citations) and future funding. The differences in the way research groups are organized is still evident. There 

are fewer faculty in those research groups that have non-federal funding, and the share of faculty that is female 

is also lower. Industry funded groups are more likely to patent and less likely to publish than are purely federally 

funded groups; their likelihood of receiving ongoing funding is very similar. 
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Table 1a: Descriptive Statistics of the Attributes of Research Groups 

  

All 
 

Initial Share Non-Fed in Years 1-3 

0%  (0%,10%]  (10%,100%] 

Mean SD Mean SD Mean SD Mean SD 

 

Distinct Grants (per year) 3.83 4.40 3.52 4.11 6.27 5.37 4.33 5.04 

Distinct Faculty (per year) 2.29 2.37 2.25 2.38 3.03 2.30 2.02 2.25 

Observed Years 5.24 1.93 5.15 1.81 4.93 2.05 6.16 2.44 

Total Spending $400,493 654,385 $385,984   $650,015   $501,511   $641,497   $435,265   $687,784  

 
Workforce Composition (Fraction of Distinct Research Group Exclusive Employees) 

Faculty 0.35 0.23 0.36 0.26 0.31 0.19 0.31 0.21 

Postdocs and Graduate Students 0.30 0.26 0.29 0.22 0.32 0.24 0.36 0.27 

 
Fraction of Distinct Exclusive Employees by Role who are Female 

All Roles  0.42 0.27 0.42 0.27 0.43 0.25 0.4 0.29 

Faculty 0.33 0.38 0.33 0.37 0.35 0.36 0.3 0.39 

Postdocs and Graduate Students 0.39 0.33 0.38 0.32 0.41 0.32 0.39 0.33 

N research groups 4,709 3,816 367 526 

Note: The above table shows the mean and standard deviations of the attributes of research groups. An observation in the above table is a research group. The variable “Distinct Grants (per year)” is defined as 

the average number of distinct grant numbers from which employees of the research group are paid within each year that a research group is observed in the data. The variable “Distinct Faculty (per year)” is 

defined as the average number of distinct faculty members paid by grants exclusively associated with the research group within each year that a research group is observed in the data. “Observed Years” represents 

the total number of calendar years for which a research group is observed within our data. “Total Spending” is the average total direct expenditures of a research group within each year charged to grants exclusively 

associated with the research group. The variables related to the workforce composition of the research group display the fraction of all distinct employees exclusively working for the research group who are listed 

as having each occupational title. For example, the “Faculty” variable is defined as the fraction of the distinct employees of a research group who are listed as holding the occupational title of “Faculty.” The 

variables related to the gender of the employees within a research group are defined as the fraction of employees within a given occupation working for a research group who are female averaged over the years 

in which we observe the research group. For example, the variable “Faculty” is defined as the fraction of employees with the occupation ‘Faculty’ who are female. The left-most columns in the above table display 

the averages over all research groups. The subsequent columns show the averages separately for research groups according to fraction of funding that the research group received during its first three years 

observed in the data derived from non-federal sources. 
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Table 1b: Descriptive Statistics of Observations in Sample (Research Groups in a Year) 

  

All 
 

Initial Share Non-Fed in Years 1-3 

Specialized (0%) Low Diversification (0%,10%] Diversified (10%,100%] 

Mean SD Mean SD Mean SD Mean SD 

 

Distinct Grants 3.63 4.47 3.34 4.15 5.93 5.53 4.12 5.21 

Distinct Faculty 2.17 2.59 2.16 2.64 2.76 2.36 1.87 2.34 

Total Spending $379,237 710,264 $365,881  715,805  $475,033  637,586 $406,663 710,385 

 
Workforce Composition (Fraction of Distinct Research Group Exclusive Employees) 

Faculty 0.33 0.25 0.34 0.26 0.30 0.22 0.29 0.24 

Postdocs and Graduate Students 0.32 0.29 0.31 0.29 0.33 0.27 0.37 0.30 

 
Fraction of Distinct Exclusive Employees by Role who are Female 

All Roles  0.42 0.29 0.42 0.29 0.41 0.28 0.41 0.31 

Faculty 0.31 0.39 0.32 0.39 0.32 0.37 0.27 0.39 

Postdocs and Graduate Students 0.38 0.36 0.37 0.36 0.39 0.34 0.39 0.36 

         

         
Patented (binary) 0.32 0.47 0.32 0.47 0.25 0.43 0.36 0.48 
Publication (binary) 0.60 0.49 0.61 0.49 0.72 0.45 0.45 0.5 
Disruptive Patent (binary) 0.12 0.32 0.13 0.33 0.04 0.20 0.10 0.30 

Forward Citations 0.29 1.71 0.30 1.77 0.12 0.99 0.30 1.64 
New Grant (binary) 0.62 0.49 0.60 0.49 0.80 0.40 0.62 0.49 

N research groups 24,683 19,634 1,810 3,239 

Note: The above table shows the mean and standard deviations of the attributes of observations in our sample, a panel dataset of research groups observed each year. 
An observation in the above table is a research group in a year. The variable “Distinct Grants (per year)” is defined as the number of distinct grant numbers from which 
employees of the research group are paid. The variable “Distinct Faculty (per year)” is defined as the number of distinct faculty members paid by grants exclusively 
associated with the research group. “Total Spending” is the total direct expenditures charged to grants exclusively associated with the research group. The variables 
related to the workforce composition of the research group display the fraction of all distinct employees exclusively working for the research group who are listed as 
having each occupational title. For example, the “Faculty” variable is defined as the fraction of the distinct employees of a research group who are listed as holding the 
occupational title of “Faculty.” The variables related to the gender of the employees within a research group are defined as the fraction of employees within a given 
occupation working for a research group who are female. For example, the variable “Faculty” is defined as the fraction of employees with the occupation ‘Faculty’ who 
are female. The left-most columns in the above table display the averages over all research groups. The subsequent columns show the averages separately for research 
groups according to fraction of funding that the research group received during its first three years observed in the data derived from non-federal sources. 
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4. Analytical Results 

This section presents the empirical results. The first part describes the links between spending from 

braided funding sources and the workforce composition of the research group. The second part examines the 

relationship with gender diversity. The section concludes with an analysis of the portfolio of outputs, also at 

the research group level. 

 

4.1 The link between funding sources and research group composition  

 

The first set of results examine the link between changes in a research group’s share of non-federal 

expenditures and their workforce composition (H1). As discussed, prior research has largely studied either 

cross-sectional variation in funding or used individuals, as opposed to research groups, as the unit of analysis. 

Here, the richness of our data permits analysis at the research group level and an examination of the relationship 

between changes in expenditures from non-federal research funding sources, both between and within units, 

over time. 

The following model is estimated: 

 

𝑠𝑖,𝑡 = 𝛼𝑢(𝑖),𝑡 + 𝛽 𝑁𝑜𝑛𝐹𝑒𝑑𝑖,𝑡 + 𝛾𝑙𝑛 (𝑆𝑝𝑒𝑛𝑑𝑖𝑛𝑔𝑖,𝑡) + 𝜖𝑖,𝑡 (1) 

 

In the above equation, the dependent variable 𝑠𝑖,𝑡 is the share of the distinct employees working in research 

group i in year t who have a particular occupational title.  

The model is estimated separately for the occupational titles: “Faculty,” “Grad/PostdocsPostdoc,” and 

“Research Staff.” The key independent variable, NonFed, is the fraction of total spending that came from non-

federal sources. The natural log of total spending, Spenditngi,t is included as a scale control measure. The baseline 

specification also includes institution by year fixed effects, represented by 𝛼𝑢(𝑖),𝑡, where 𝑢(𝑖), is the university 

where the research group is based. The expectation is that when the share of expenditures from non-federal 

sources increases within a research group, the group reduces the share of graduate students and postdocs – that 

the estimate of 𝛽 will be negative in the regression where the share of postdocs and graduate students is the 

dependent variable. There is no prior expectation on the coefficient for regressions on faculty or research staff.  

 The results of estimating Equation (1) are provided in Table 2a, where the dependent variable is the 

share of total distinct individuals from each occupation grouping who are paid by a given research group in a 

year. The first panel - columns 1-3 - presents results where the dependent variable is the share of faculty in a 

research group; the second panel - columns 4-6 - presents results where the dependent variable is the share of 

graduate students and postdocs, and the third panel - columns 7-9 - presents results where the dependent 

variable is the share of research staff.  

The first column in each panel, which includes neither university nor time fixed effects, shows across-

group correlations and finds that research groups with higher levels of non-federal spending have fewer faculty; 

the result holds across research groups, even when institution and year effects are included. The last column in 

each panel adds the individual research group controls, and as such describes within research group adjustments 

to increases in non-federal spending. The fixed-effects specification, in column (3), suggests that a ten 

percentage point increase in the share of expenditures from non-federal sources is associated with an increase 

in the share of faculty of 0.3 percentage points, relative to the unconditional mean of 31 percent this is a 0.8 

percent change. The same ten percent increase was also found to be associated with a 0.6 percentage point 
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decline in the share of graduate students and postdocs: a 0.7 percent change relative to the unconditional mean 

of 27 percent. These results support the first hypothesis that increases in non-federal expenditures are 

associated with lower utilization rates of trainee workers. Note that the results estimated from pooled cross-

sectional variation (columns 1-2, 4-5, and 7-8) are different in sign from those estimated using within research 

group variation—adjustments across groups are very different than adjustments within groups.  

 

Table 2a: The Link between Research Group Composition and Expenditures from Non-Federal Sources 

 
(1) (2) (3) (4) (5) (6) (7) (8) (9) 

Faculty Grad/Postdocs Research Staff 

Frac. Expenditures- Non-Fed 
-0.089*** -0.061*** 0.025** 0.027 0.000 -0.055*** 0.02 0.01 0.01 

(0.01) (0.007) (0.01) (0.021) (0.017) (0.01) (0.017) (0.012) (0.01) 

Ln(Total Expenditures) 
0.000 -0.010*** -0.014*** -0.020*** -0.011*** 0.018*** 0.039*** 0.033*** 0.021*** 

(0.002) (0.002) (0.003) (0.004) (0.003) (0.003) (0.002) (0.002) (0.002) 

Research Group FE No No Yes No No Yes No No Yes 

Institution x Year FE No Yes Yes No Yes Yes No Yes Yes 

N 24,620 

Dep. Mean .31 .27 .29 

Notes: This table presents the results of a regression of the share employment on share non-federal expenditures. The 
unit of observation in these regressions is a research group by year. The dependent variables are calculated as the share of 
distinct employees. The two key variables of interest are constructed using total direct expenditure, not including overhead 
charges. Coefficient estimates concatenated with * represents a p-value < 0.1, ** represents a p-value < 0.05, and *** 
represents a p-value <0.1. Standard errors are in parenthesis and clustered at the institution by year level but robust to 
clustering on research groups. 

 
The second set of analyses in Table 2b permits the analysis of adjustments across groups in more detail, 

postdoc. These analyses estimatee equation (1) on three separate subgroups of research group based on their 

initial proportion of research expenditures. The first group has specialized initial portfolios, and spends no 

money from non-federal sources in their first three years of existence. The second group has some 

diversification, but less than 10 percent of their expenditures are from non-federal sources. The third group is 

more diversified, with between 10 and 100 percent of their expenditures derived from non-federal sources. As 

shown below, the results for faculty (columns 1-2) indicate that a ten percentage point increase in non-federal 

spending is associated with a 0.7 to 1.1 percentage point decrease in the share of faculty for the specialized 

group, but a 1.4 to 1.9 percentage point increase and a 0.8 to 1 percentage point increase for the two diversified 

groups.postdocThe results on the share of employment in graduate students and postdocs (columns 3-4) were 

driven by the most diversified group, where a ten percentage point increase in non-federal spending had a 

significant positive effect on the share of employment in the range of 0.5 to 0.6 percentage points.  
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Table 2b: The Link between Research Group Composition and Diversification  
Dep: Share Employment (Distinct %) (1) (2) (3) (4) (5) (6) 

Faculty Grad/Postdocs Research Staff 

Frac. Spending - Non-Fed 
-0.109*** -0.077*** 0.004 -0.012 0.038 0.014 

(0.013) (0.009) (0.025) (0.02) (0.025) (0.016) 

Ln(Total Spending) 
-0.002 -0.009*** -0.018*** -0.011*** 0.037*** 0.033*** 

(0.002) (0.002) (0.004) (0.003) (0.002) (0.002) 

1[Low Diversification] 
-0.055*** -0.031*** 0.031* -0.004 0.047*** 0.060*** 

(0.01) (0.012) (0.017) (0.014) (0.012) (0.01) 

1[Diversified  
-0.067*** -0.053*** 0.107*** 0.073*** -0.014 0.001 

(0.013) (0.014) (0.017) (0.017) (0.01) (0.01) 

1[Low Diversification] * Frac. Spending - Non-Fed 
0.189*** 0.141*** -0.105** -0.061 -0.080* -0.074** 

(0.051) (0.049) (0.049) (0.047) (0.041) (0.033) 

1[Diversified] * Frac. Spending - Non-Fed 
0.103*** 0.078*** -0.056** -0.053** -0.027 -0.001 

(0.02) (0.019) (0.024) (0.023) (0.023) (0.016) 

Institution x Year FE No Yes No Yes No Yes 

N 24620 24620 24620 24620 24620 24620 

Dep. Mean 0.31 0.31 0.27 0.27 0.29 0.29 

 Notes: This table presents the results of regression the share employment on share non-federal expenditures on share 
non-federal spending broken out for three sub-groups defined by share of federal funding in years 1-3. The unit of 
observation in these regressions is a research group by year. The dependent variables are calculated as the share of distinct 
employees. The two key variables of interest are constructed using total direct expenditure, not including overhead charges. 
Each column uses observations from research groups based on the share of spending associated with non-federal sources 
during the first three years observed in the data. Coefficient estimates concatenated with * represents a p-value < 0.1, ** 
represents a p-value < 0.05, and *** represents a p-value <0.1. Standard errors are in parenthesis and clustered at the 
institution by year level but robust to clustering on research groups. 

 

4.2 The link between funding sources and research group diversity  

 

The data also permit an examination of the link between the research group’s spending from non-

federal funding and team gender diversity (H2). Equation (1) is modified by replacing the dependent variable 

with the share of distinct employees of a research group, within occupation and year, who are female. Following 

Hypothesis 2, the expectation is that 𝛽 < 0; namely, the greater the share of spending from non-federal 

funding, the less likely there will be a female member on the team. Table 3a shows the results using the same 

approach as in Table 2a.  

As before, the first column in each panel (columns 1, 4, and 6) provides an aggregate overview of the 

relationship between spending from non-federal funding sources and workforce composition, while the second 

column controls for time, but pooling both across and within variation in spending from non-federal sources 

(columns 2, 5, and 7). The last column in each panel shows the within-group adjustment as spending from non-

federal sources changes. The results suggest that as the share of spending from non-federal sources increases, 

there are fewer female graduate students and postdocs. In terms of magnitude, a ten percentage point increase 

in the share of spending from non-federal funding sources was associated with a 0.5 percentage point decline 

in female graduate students and postdocs; relative to the unconditional mean of 40 percent this is a 1.1 percent 

change. 

Finally, as expected, there is no significant correlation regarding changes in the gender composition of 

faculty members when looking within research groups over time. This is intuitive since the faculty member 

leaders of a research group are unlikely to change over time.  
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Table 3a: The Link between Gender Diversity and Expenditures from Non-Federal Sources 

Dep: Share Female (Distinct 
%) 

(1) (2) (3) (4) (5) (6) (7) (8) (9) 

Faculty Grad/Postdocs Research Staff 

Frac. Spending- Non-Fed 
-0.023*** -0.008 0.012 -0.035*** -0.019 -0.045** -0.034*** -0.004 0.041** 

(0.009) (0.009) (0.013) (0.021) (0.017) (0.01) (0.017) (0.012) (0.01) 

Ln(Total Spending) 
0.003* -0.06*** -0.003*** 0.015*** 0.005 0.001 0.007*** -0.003* 0.001 

(0.002) (0.002) (0.002) (0.002) (0.003) (0.004) (0.002) (0.002) (0.004) 

Research Group FE No No Yes No No Yes No No Yes 

Institution x Year FE No Yes Yes No Yes Yes No Yes Yes 

N 19,373 17,299 16,830 

Dep. Mean .31 .40 .57 

Notes: The unit of observation in these regressions is a research group by year. The dependent variables are the share of 
distinct employees of a research group within an occupational title who are female in a given year. The two key variables 
of interest are constructed using total direct expenditure, not including overhead charges. Coefficient estimates 
concatenated with * represents a p-value < 0.1, ** represents a p-value < 0.05, and *** represents a p-value <0.1. Standard 
errors are in parenthesis and clustered at the institution by year level but robust to clustering on research groups. 
 

Table 3b permits the analysis of adjustments across groups in more detail; as before, it shows equation 

(1) for three separate subgroups based on their initial proportion of research expenditures, but with a different 

dependent variable. The results for faculty (columns 1-2) show that a ten percentage point increase in non-

federal spending is associated with a 2.4 to 4.2 percentage point decrease in the share of female faculty in a 

research group but only for the high initial share groups. For the graduate student and postdoc group, the result 

was again concentrated in the high initial share group with a ten percentage point increase in non-federal 

spending associated with a decrease of 2.6 to 4.8 percentage points. The results for research staff show that a 

ten percentage point increase in non-federal spending was associated with a marginally precise increase of 3.6 

to 6 percentage points for the medium initial share group but a decrease of 4.7 to 9.2 percentage points for the 

high initial share group. 

 

Table 3b: Estimates of the Link between Gender Diversity and Expenditures from Non-Federal Sources Across 

Levels of Diversification 

Dep: Share Female (Distinct %) 
(1) (2) (3) (4) (5) (6) 

1[Female & Faculty] 1[Female & Grad/Postdocs] 1[Female & Research Staff] 

Frac. Spending - Non-Fed 
0.212*** 0.074 0.066 -0.096 0.500*** 0.074 

(0.075) (0.082) (0.074) (0.087) (0.177) (0.206) 

Ln(Total Spending) 
0.069*** 0.052*** 0.071*** 0.074*** 0.206*** 0.180*** 

(0.009) (0.008) (0.014) (0.012) (0.028) (0.025) 

1[Low Diversification] 
0.175* 0.198** 0.411*** 0.298** 0.157 0.295** 

(0.101) (0.096) (0.13) (0.132) (0.147) (0.135) 

1[Diversified] 
0.182*** 0.233*** 0.438*** 0.396*** 0.533*** 0.668*** 

(0.063) (0.065) (0.093) (0.099) (0.157) (0.157) 

1[Low Diversification] * Frac. Spending - Non-
Fed 

-0.192 -0.083 -0.1 0.105 0.364 0.595** 

(0.126) (0.119) (0.204) (0.195) (0.281) (0.288) 

1[Diversified] * Frac. Spending - Non-Fed 
-0.419*** -0.241*** -0.483*** -0.264** -0.921*** -0.473* 

(0.071) (0.08) (0.096) (0.112) (0.215) (0.257) 

Institution x Year FE No Yes No Yes No Yes 

N 24620 24620 24620 24620 24620 24620 

Dep. Mean 0.3 0.3 0.33 0.33 0.66 0.66 

Notes: The unit of observation in these regressions is a research group by year. The dependent variables are the share of 
distinct employees of a research group within an occupational title who are female in a given year. The two key variables 
of interest are constructed using total direct expenditure, not including overhead charges. Coefficient estimates 
concatenated with * represents a p-value < 0.1, ** represents a p-value < 0.05, and *** represents a p-value <0.1. Standard 
errors are in parenthesis and clustered at the institution by year level but robust to clustering on research groups. 
 

4.3 The link between funding sources and research group outputs  
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The final hypothesis concerned the expected differences in the types of scientific output produced by 

a research group with different funding sources (H3). The following model is estimated: 

 

𝑜𝑢𝑡𝑝𝑢𝑡𝑖,𝑡+2 = 𝛼𝑢(𝑖),𝑡 + 𝛽𝑁𝑜𝑛𝐹𝑒𝑑𝑖,𝑡 + 𝛾𝑙𝑛(𝑆𝑝𝑒𝑛𝑑𝑖𝑛𝑔𝑖,𝑡) + 𝛿𝑿𝑖,𝑡 + 𝜖𝑖,𝑡 (2) 

 

In this regression, as in earlier ones, i represents a research group and t represents a year. The dependent variable 

𝑜𝑢𝑡𝑝𝑢𝑡𝑖,𝑡+2, represents the scientific output of the research group, measured as patents (including whether or 

not they are disruptive), publications (including citations) as well as whether the research group recived a new 

grant two years after the expenditure occurred.  

The regression also includes a set of time-varying variables, X, that control for changes in the workforce 

and the diversity composition of the research groups. These covariates mirror the dependent variables of 

equations (1). 𝛽 can be interpreted as describing how patenting and publishing changes when the composition 

of funding changes;  X controls for workforce allocation changes that are correlated with changes in non-

federal funding. Because these regressions examine the correlation of research group’s workforce composition 

and funding with outputs occurring two years later, the analytical dataset excludes observations in the final two 

years to avoid truncation. In total, there are 16,032 observations in these regressions. 

Table 4a shows the results of the estimation of Equation 2 excluding the research group fixed-effects 

and relying on both the between and within variation. Columns 1-2 displays the results of regressing a binary 

indicator of whether the research group patented on the fraction of expenditures associated with non-federal 

funding two years prior. An increase of ten percentage points in spending from non-federal sources across 

research groups was associated with between a 2.3 and 2.4 percentage point increase in the likelihood that the 

group patents. Relative to the unconditional average rate of patenting, 0.32, this represents a 7.2 to 7.5 percent 

higher rate of patenting. Columns 3-4 demonstrate that research groups that spend more from non-federal 

sources are less likely to publish a scientific article two years later - a ten percentage point increase in spending 

from non-federal sources across research groups was associated with a decrease in the likelihood of publishing 

of between 1.2 to 1.4 percentage points or 2.5 to 3.2 percent of the mean of 44 percent. 

Columns 5-6 of Table 4a display the results of regressing a binary indicator of whether a patent was 

disruptive based on whether it measured at or above the 95th percentile based on the CD index proposed by 

Funk and Owen-Smith (2017).9 An increase of ten percentage points in spending from non-federal sources 

across research groups was associated with a 0.64 to 0.68 percentage point increase in the likelihood of 

producing a disruptive patent or about 5.3 to 5.8 percent above the mean of 12 percent. Columns 7-8 regress 

the log of one plus the total patent citations on the fraction of spending from non-federal sources: an increase 

of ten percentage points across research roups was associated with a 0.2 to 0.3 percent increase in patent 

citations, however, these coefficients are not significantly different from zero.  

 

                                                 
9 Note the 95th percentile is calculated based on all patents in the PatentsView data with the sample application year not 
relative to the subset of those patents linked to UMETRICS data. 
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Table 4a: Relationship between Outputs and Spending from Non Federal Sources 

 Dep: scientific output 
(1) (2) (3) (4) (5) (6) (7) (8)  

1[Patent] 1[Publish] 1[Disruptive Patent] ln(Patent Citations)  

Frac. Spending- Non-
Fed 

0.225*** 0.235*** -0.141*** -0.118*** 0.064*** 0.068*** 0.028 0.034  

(0.028) (0.026) (0.02) (0.019) (0.023) (0.023) (0.024) (0.023)  

Ln(Total Spending) 
0.093*** 0.096*** 0.046*** 0.024*** 0.041*** 0.042*** 0.037*** 0.038***  

(0.006) (0.007) (0.005) (0.004) (0.006) (0.006) (0.007) (0.008)  

Fraction of Faculty 
  0.104***   0.215***   0.025   0.066*  

  (0.044)   (0.057)   (0.022)   (0.039)  

Frac. Workforce - 
Grad/Postdoc 

  0.065   -0.08   0.44   0.027  

  (0.047)   (0.052)   (0.027)   (0.048)  

Frac. Workforce - 
Research Staff 

  -0.072   0.425***   -0.03   0.012  

  (0.045)   (0.077)   (0.027)   (0.057)  

Frac Female – Faculty 
  -0.012   0.043**   -0.015***   -0.024***  

  (0.01)   (0.016)   (0.007)   (0.009)  

Frac Female - 
Grad/Postdoc 

  -0.035**   0.137***   -0.024**   -0.042  

  (0.015)   (0.019)   (0.01)   (0.029)  

Frac Female - 
Research Staff 

  -0.016   0.097***   0.001   -0.019  

  (0.012)   (0.018)   (0.015)   (0.011)  

Institution x Year FE Yes Yes Yes Yes Yes Yes Yes Yes  

N 16,302  

Dep. Mean 0.32 0.32 0.44 0.44 0.12 0.12 0.10 0.10  

Notes: The unit of observation in these regressions is a research group by year. The dependent variables are calculated 
based on occurrences two years after the expenditure data. The two key variables of interest are constructed using total 
direct expenditure, not including overhead charges. Coefficient estimates concatenated with * represents a p-value < 0.1, 
** represents a p-value < 0.05, and *** represents a p-value <0.1. Standard errors are in parenthesis and clustered at the 
institution by year level but robust to clustering on research groups. Note that the unit of observation is a single research 
group as opposed to previous tables where the unit of observation was a research group by year. 

 
One additional point of interest with respect to Table 4a pertains to the coefficient estimates on the 

share females in various occupations. In Column 2, the negative coefficients on the covariates for the share of 

the faculty and graduate students who are female indicates that research groups with a higher proportion of 

female workers are on average less likely to patent. Research groups led by more female faculty are less likely 

to generate a disruptive patent (column 6) or a highly cited patent (column 8). In contrast, increases in the 

proportion of female faculty are positively correlated with the publishing of scientific papers (column 4). At the 

extreme, research groups that are led by all female faculty are predicted to be 4.3 percentage points, or 9.7 

percent, more likely to publish a scientific paper two years later than a research group led by an all male set of 

faculty.  

Table 4b permits the analysis of adjustments across groups in more detail. As before, Equation (2) 

focuses on three subgroups, defined according to their initial proportion of research expenditures across 

sources. The results of a ten percentage point increase in non-federal spending for the likelihood of patenting 

(columns 1-2) are mixed. They are positive for the groups characterized as low diversity in the range of 2.7 to 

2.8 percentage points but negative for the more diversified groups and in the range of 0.9 to 1.7 percentage 

points. On the other hand, the same increase in non-federal spending was uniformly negative across the groups 

for the likelihood of publishing (columns 3-4) and in the range of 0.9 to 0.11 for the group with a low level of 

diversification, 0.09 to 1.9, and 1.1 to 1.7 percentage points for the most diversified group. There is no 

systematic evidence of the links between non-federal expenditures and the likelihood of producing a disruptive 

patent or a patents with high levels of citations.  
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Table 4b: Relationship between Outputs and Spending from Non Federal Sources Across Levels of 
Diversification 

 Dep: scientific 
output 

(1) (2) (3) (4) (5) (6) (7) (8) 

1[Patent] 1[Publish] 1[Disruptive Patent] ln(Patent Citations) 

Frac. Spending - Non-
Fed 

0.270*** 0.284*** -0.118*** -0.093*** 0.103** 0.108** 0.36 0.43 

(0.034) (0.046) (0.023) (0.023) (0.041) (0.041) (0.044) (0.103) 

Ln(Total Spending) 
0.092*** 0.095*** 0.045*** 0.023*** 0.041*** 0.041*** 0.037*** 0.038*** 

(0.007) (0.007) (0.005) (0.004) (0.006) (0.007) (0.017) (0.007) 

1[Low Diversification] 
-0.038 -0.032 0.143*** 0.095*** -0.055*** -0.056*** -0.042*** -0.041*** 

(0.037) (0.035) (0.04) (0.036) (0.017) (0.017) (0.014) (0.015) 

1[Diversified] 
-0.013 -0.02 0.154*** 0.084*** 0.019 -0.027* -0.061** -0.023 

(0.025) (0.026) (0.03) (0.022) (0.019) (0.015) (0.03) (0.017) 
1[Low Diversification] 
* Frac. Spending - 
Non-Fed 

0.043 -0.097 -0.097 -0.190** 0.031 0.022 0.468** 0.189 

(0.10) (0.096) (0.096) (0.093) (0.102) (0.053) (0.179) (0.12) 

1[Diversified] * Frac. 
Spending - Non-Fed 

-0.085 -0.169*** -0.169*** -0.109*** -0.073 -0.033 -0.009 -0.009 

(0.055) (0.041) (0.041) (0.038) (0.079) (0.076) (0.061) (0.061) 

Fraction of Faculty 
 0.108**  0.221***  0.023  0.065* 

 (0.042)  (0.056)  (0.055)  (0.038) 

Frac. Workforce - 
Grad/Postdoc 

 0.09  -0.04  0.051*  0.131 

 (0.057)  (0.061)  (0.028)  (0.097) 

Frac. Workforce - 
Research Staff 

 -0.079  0.410***  0.002  0.019 

 (0.06)  (0.083)  (0.061)  (0.058) 

Frac Female – Faculty 
 -0.012  0.044***  -0.015**  -0.024*** 

 (0.02)  (0.017)  (0.007)  (0.032) 

Frac Female - 
Grad/Postdoc 

 -0.034***  0.137***  -0.024**  -0.016 

 (0.015)  (0.018)  (0.001)  (0.046) 

Frac Female - 
Research Staff 

 -0.022  0.096***  0.005  -0.018 

 (0.019)  (0.017)  (0.02)  (0.053) 
Institution x Year FE yes yes yes yes yes yes yes yes 
N 16302 
Dep. Mean 0.32 0.32 0.44 0.44 0.12 0.12 0.1 0.1 

Notes: The unit of observation in these regressions is a research group by year. The dependent variables are based on two 
years after the expenditure data. The two key variables of interest are constructed using total direct expenditure, not 
including overhead charges. Coefficient estimates concatenated with * represents a p-value < 0.1, ** represents a p-value 
< 0.05, and *** represents a p-value <0.1. Standard errors are in parenthesis and clustered at the institution by year level 
but robust to clustering on research groups. Note that the unit of observation is a single research group as opposed to 
previous tables where the unit of observation was a research group by year. 

 

Table 5 presents the results of estimating (2), using research group fixed-effects and relying exclusively 

on within research group variation; the effects are not significant for patents. This result may be due to data 

limitations. Patenting is a relatively rare event, and our sample period is relatively short. In terms of publications, 

the results suggest that a ten percent increase in the share of non-federal research funding is associated with a 

relatively small 0.85 percentage point decline in the likelihood of publishing a scientific article. Relative to the 

prior cross-sectional estimates, we note that our estimates with research group fixed-effects are the same in sign 

but much smaller in magnitude and less statistically precise. One conclusion in comparing the between and 

within estimates is that within and across group adjustment is similar. 
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Table 5: Research Group Fixed-Effects Regression of Scientific Output on Share Non-Federal Funding 

  
(1) (2) (3) (4) (5) (6) (7) (8) 

1[Patent] 1[Publish] 1[Disruptive Patent] ln(Patent Citations) 

Frac. Spending- Non-
Fed 

0.024 0.023 -0.085*** -0.074*** 0.003 0.006 -0.035 -0.029 

(0.027) (0.028) (0.017) (0.018) (0.025) (0.025) (0.043) (0.043) 

Ln(Total Spending) 
0.006 0.005 0.009*** 0.004 0.003 0.001 0.006 0.009 

(0.007) (0.007) (0.003) (0.003) (0.005) (0.006) (0.005) (0.006) 

Fraction of Faculty 
  0.03   -0.022   -0.036   0.07 

  (0.035)   (0.027)   (0.032)   (0.074) 

Frac. Workforce - 
Grad/Postdoc 

  -0.03   0.003   0.019   0.085 

  (0.035)   (0.022)   (0.032)   (0.084) 

Frac. Workforce - 
Research Staff 

  -0.002   0.025   0.044   0.089 

  (0.025)   (0.024)   (0.047)   (0.118) 

Frac Female – 
Faculty  

  0.033   0.029*   0.029   0.033 

  (0.015)   (0.016)   (0.018)   (0.021) 

Frac Female - 
Grad/Postdoc 

  0.021   0.010   0.008   0.02 

  (0.018)   (0.013)   (0.012)   (0.021) 

Frac Female - 
Research Staff 

  -0.001   0.005   0.008   0.02 

  (0.001)   (0.011)   (0.012)   (0.016) 

Research Group FE Yes Yes Yes Yes Yes Yes Yes Yes 

Institution x Year FE Yes Yes Yes Yes Yes Yes Yes Yes 

N 16,032 

Dep. Mean 0.32 0.32 0.44 0.44 0.12 0.12 0.10 0.10 

Notes: The unit of observation in these regressions is a research group by year. The dependent variables are from two 
years after the expenditure data. The two key variables of interest are constructed using total direct expenditure, not 
including overhead charges. Coefficient estimates concatenated with * represents a p-value < 0.1, ** represents a p-value 
< 0.05, and *** represents a p-value <0.1. Standard errors are in parenthesis and clustered at the institution by year level 
but robust to clustering on research groups. Note that the sample size is different than in the previous samples because of 
truncation in the dependent variable. 

 

Table 6 presents the results of estimating Equation (2), with new grant funding as an aggregate 

metric of research group success. The regression estimates in columns 1-2 show that research groups 

with a 10 percentage point higher share of funding coming from non-federal sources have a 4.6 to 5.4 

percentage point lower chance of receiving a new grant two years later. This is equivalent to a 7.4 to 

8.7 percent lower rate of receiving new funding. With the addition of fixed effects for the research 

group in columns 3-4, the estimated coefficinents on the share of funding from non-federal sources 

becomes insignificant.  

The initial composition of research portfolios appears to make a difference in funding success, 

however. As columns 5 and 6 demonstrate, diversified research groups are more successful in getting 

follow on funding, although the effect of spending additional non federal dollars appears to be mixed.  
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Table 6: Regression of New Grant Two Years Later on Share Non-Federal Funding 

  
(1) (2) (3) (4) (5) (6) 

1[New Grant] 1[New Grant] 1[New Grant] 

Frac. Funding- Non-Fed 
-0.054*** -0.046** -0.022 -0.028 -0.109*** -0.102*** 

(0.02) (0.02) (0.037) (0.038) (0.021) (0.02) 

Ln(Total Funding) 
0.046*** 0.041*** -0.007 -0.006 0.047*** 0.043*** 

(0.005) (0.005) (0.006) (0.007) (0.005) (0.004) 

[LowDiversification] 
    0.155*** 0.105*** 

    (0.022) (0.017) 

[Diversified] 
    0.143*** 0.124*** 

    (0.029) (0.028) 

[Low Diversification] * Frac. Spending - Non-
Fed 

    0.286*** 0.224*** 

    (0.029) (0.101) 

[Diversified] * Frac. Spending - Non-Fed 
    -0.008 -0.01 

    (0.036) (0.035) 

Fraction of Faculty 
 0.076**  -0.013  0.071*** 

 (0.034)  (0.045)  (0.034) 

Frac. Workforce - Grad/Postdoc 
 -0.080*  -0.038  -0.091** 

 (0.041)  (0.047)  (0.042) 

Frac. Workforce - Research Staff 
 0.022  0.001  -0.009 

 (0.043)  (0.056)  (0.039) 

Frac Female - Faculty 
 -0.041***  0.014  -0.038*** 

 (0.014)  (0.026)  (0.013) 

Frac Female - Grad/Postdoc 
 -0.024*  0.002  -0.024* 

 (0.013)  (0.02)  (0.013) 

Frac Female - Research Staff 
 -0.013  -0.021  -0.062*** 

 (0.008)  (0.022)  (0.014) 

Research Group FE No No Yes Yes No No 

Institution x Year FE Yes Yes Yes Yes Yes Yes 

N 16,302 

Dep. Mean 0.62 0.62 0.62 0.62 0.62 0.62 

Notes: The unit of observation in these regressions is a research group by year. The dependent variables occur two years 
after the expenditure data. The two key variables of interest are constructed using total direct expenditure, not including 
overhead charges. Coefficient estimates concatenated with * represents a p-value < 0.1, ** represents a p-value < 0.05, 
and *** represents a p-value <0.1. Standard errors are in parenthesis and clustered at the institution by year level but robust 
to clustering on research groups. Note that the unit of observation is a single research group as opposed to previous tables 
where the unit of observation was a research group by year. 

Conclusion 

This paper has used new data to examine the mechanism whereby changes in the sources of funding 

affect the composition and the output of research groups. Using these data, it is possible to examine the links 

between research funding structure and workforce composition across groups, as well as the composition of 

their outputs. They also allow us to examine the way in which research groups adjust in response to changes in 

funding sources over time, both in terms of their workforce composition and outputs. 

As always, much more can be done. This study has simply contrasted federal and non-federal funding 

sources. The data have much more detailed information about not only the source of federal funds (for 

example, from NIH, NSF, DoD and DoE), but also the type of grants (for example, their size, term, and 

structure) and the degree of collaboration with other universities. The type of non-federal expenditures is also 

included in the data, notably whether the funding is from industry or philanthropic foundations, although we 

do not exploit this information in our own analysis. Also included is information about purchases from vendors, 

thereby permitting the examination of complementarities between purchases of scientific inputs and the usage 

of research staff.  

In addition, the data and its use continues to expand. Over 35 major universities have joined the 

Institute for Research on Innovation and Science, with another 30 universities in various stages of agreement. 
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The research community has added linkages to thousands of dissertations, 8 million U.S. patents, tens of 

millions of scientific publications, and as well as public information on hundreds of thousands federal grants. 

There is also a growing community of more than 120 researchers from around the world that has made use of 

3 annual UMETRICS data releases both at IRIS and at the Federal Statistical Research Data Center network. 
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Appendix 

 

Heterogeneity in Workforce Composition Changes 

We examine differences in how non-federal funding correlates with changes in the workforce composition by 
estimating Equation (1) using observations from different subsets of research groups. Specifically, we examine 
subsets of research groups based on the fraction of their funding that came from non-federal sources during 
the first three years that we observe them in our panel dataset. The results are displayed in the tables below. 
 
 
Table A1: The relationship between expenditures from non federal funding sources and workforce composition 

 
(1) (2) (3) (4) (5) (6) (7) (8) (9) 

Faculty Grad/Postdocs Research Staff 

Initial Share Non-Fed in Years 1-3 0% (0%,10%] (10%,100%] 0% (0%,10%] (10%,100%] 0% (0%,10%] (10%,100%] 

Frac. Spending- Non-Fed 
-0.066*** 0.061 0.009 -0.024 -0.134*** -.075*** 0.024 0.005 0.015 

(0.009) (0.042) (0.013) (0.021) (0.05) (0.016) (0.015) (0.039) (0.012) 

Ln(Total Spending) 
-0.005** -0.026*** -0.027*** -0.012*** -0.0136*** 0.015*** 0.031*** 0.057*** 0.025*** 

(0.002) (0.004) (0.004) (0.003) (0.008) (0.004) (0.002) (0.005) (0.003) 

Research Group FE No No No No No No No No No 

Institution x Year FE Yes Yes Yes Yes Yes Yes Yes Yes Yes 

N 19,582 1,805 3,233 19,582 1,805 3,233 19,582 1,805 3,233 

Dep. Mean 0.32 0.28 0.26 0.26 0.27 0.34 0.29 0.34 0.26 

Notes: Regression of Share Employment on Share Non-Federal Funding by Share of Federal Funding in Years 1-3The 
unit of observation in these regressions is a research group by year. The dependent variables are calculated as the share of 
distinct employees. The two key variables of interest are constructed using total direct expenditure, not including overhead 
charges. Each column uses observations from research groups based on the share of funding that group received from 
non-federal sources during the first three years that we observe thenm in our data. Coefficient estimates concatenated with 
* represents a p-value < 0.1, ** represents a p-value < 0.05, and *** represents a p-value <0.1. Standard errors are in 
parenthesis and clustered at the institution by year level but robust to clustering on research groups. 

 
 
Table A2: The relationship between expenditures from non federal funding sources and workforce composition 

 
(1) (2) (3) (4) (5) (6) (7) (8) (9) 

Faculty Grad/Postdocs Research Staff 

Initial Share Non-Fed in Years 1-3 0% (0%,10%] (10%,100%] 0% (0%,10%] (10%,100%] 0% (0%,10%] (10%,100%] 

Frac. Spending- Non-Fed 
0.000 0.004 0.046*** -0.041** -0.105*** -.059*** 0.001 0.02 0.005 

(0.01) (0.01) (0.01) (0.001) (0.018) (0.01) (0.017) (0.028) (0.01) 

Ln(Total Spending) 
-0.012*** -0.043*** -0.012 0.016*** 0.009 0.028*** 0.022*** 0.025*** 0.018*** 

(0.003) (0.001) (0.001) (0.003) (0.007) (0.006) (0.002) (0.007) (0.003) 

Research Group FE Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Institution x Year FE Yes Yes Yes Yes Yes Yes Yes Yes Yes 

N 19,582 1,805 3,233 19,582 1,805 3,233 19,582 1,805 3,233 

Dep. Mean 0.32 0.28 0.26 0.26 0.27 0.34 0.29 0.34 0.26 

Notes: Regression of Share Employment on Share Non-Federal Funding by Share of Federal Funding in Years 1-3The 
unit of observation in these regressions is a research group by year. The dependent variables are calculated as the share of 
distinct employees. The two key variables of interest are constructed using total direct expenditure, not including overhead 
charges. Each column uses observations from research groups based on the share of funding that group received from 
non-federal sources during the first three years that we observe thenm in our data. Coefficient estimates concatenated with 
* represents a p-value < 0.1, ** represents a p-value < 0.05, and *** represents a p-value <0.1. Standard errors are in 
parenthesis and clustered at the institution by year level but robust to clustering on research groups. 

 

Gender of Employees and Non-Federal Funding 

The table below repeats the estimation done in Table 3, but uses a binary indicator of whether an 

employee from a given occupational grouping is a female. The results are similar but slightly larger in 

magnitude and more precise.  
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Table A.3: Regression of Female Employment on Share of Expenditures from Non-Federal Funding 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) 

Female Faculty Female Grad/Postdocs Female & Research Staff 

Frac. Spending- Non-
Fed 

0.101** 0.05 -0.038 0.034 -0.06 -0.117** 
0.349**

* 
0.155 

-
0.268*** 

(0.047) (0.049) (0.042) (0.051) (0.056) (0.054) (0.115) (0.124) (0.096) 

Ln(Total Spending) 

0.073**
* 

0.053**
* 

0.037**
* 

0.071**
* 

0.073**
* 

0.068**
* 

0.208**
* 

0.175**
* 

0.109*** 

(0.009) (0.009) (0.005) (0.014) (0.012) (0.010) (0.027) (0.024) (0.014) 

Research Group FE No No Yes No No Yes No No Yes 

Institution x Year FE No Yes Yes No Yes Yes No Yes Yes 

N 24620 

Dep. Mean 0.3 0.33 0.66 

Notes: The unit of observation in these regressions is a research group by year. The dependent variables are indicators of 

female employment in the requisite job category. The two key variables of interest are constructed using total direct 

expenditure, not including overhead charges. Coefficient estimates concatenated with * represents a p-value < 0.1, ** 

represents a p-value < 0.05, and *** represents a p-value <0.1. Standard errors are in parenthesis and clustered at the 

institution by year level but robust to clustering on research groups.  

 

The below table repeats the estimation done in Table 3, where the employment shares are contstructed 

from employees exclusively working for only one research group. The results are similar except that 

we find a positive coefficient for the within-group correlation with non-federal funding for research 

staff being female.  

 

 

Table A.4: OLS Regression of the Share of Distinct Exclusive Employees by Occupation who are Female on 
Share Non-Federal Funding 

 
(1) (2) (3) (4) (5) (6) (7) (8) (9) 

Faculty Grad/Postdocs Research Staff 

Frac. Spending Non-Fed 
-0.050*** -0.040*** -0.012 -0.047*** -0.028** -0.048* -0.013 -0.001 0.014 

(0.01) (0.012) (0.011) (0.013) (0.013) (0.025) (0.015) (0.018) (0.023) 

Ln(Total Spending) 
0.008*** -0.001 0.001 0.012*** 0.005 0.005 0.008*** -0.006 0.009 

(0.002) (0.002) (0.002) (0.003) (0.003) (0.005) (0.004) (0.004) (0.005) 

Research Group FE No No Yes No No Yes No No Yes 

Institution x Year FE No Yes Yes No Yes Yes No Yes Yes 

N 24620 

Dep. Mean .31 .38 .56 

Notes: The unit of observation in these regressions is a research group by year. The dependent variables are the share of 
distinct exclusive employees of a research group within an occupational title who are female in a given year. The two key 
variables of interest are constructed using total direct expenditure, not including overhead charges. Coefficient estimates 
concatenated with * represents a p-value < 0.1, ** represents a p-value < 0.05, and *** represents a p-value <0.1. Standard 
errors are in parenthesis and clustered at the institution by year level but robust to clustering on research groups. 
 

Cross-Sectional Analysis of Outputs 

 

We also provide a cross-sectional examination of the correlation between spending from non 

federal funding sources and worforce configurations of research groups with outputs. In this 

regression, we look at how the worforce and funding of a research group during years 1-3 correlate 
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with outputs during years 4-5. We use the same outputs as Equation (2)—the patents, publications, 

and new grants of a group—defined over the two specific years of 4-5. 

The following table shows summary statistics for this cross-sectional dataset. In this cross-

sectional dataset, an observation is a research group. The attributes of the research group are shown 

for years 1-3. The output variables shown are for years 4-5. 
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Table A5: Descriptive Statistics of Cross-Sectional Dataset 

  

All 
 

Initial Share Non-Fed in Years 1-3 

0%  (0%,10%]  (10%,100%] 

Mean SD Mean SD Mean SD Mean SD 

 

Distinct Grants (per year) 3.46 3.91 2.92 3.22 6.14 5.28 4.14 4.8 

Distinct Faculty (per year) 2.12 2.26 2.02 2.2 2.99 2.36 2.02 2.3 

Observed Years 5.45 1.99 5.38 1.83 4.93 2.05 6.16 2.44 

Total Spending $375,663 656,953 $342,885 642,674 $507,615 665,011 $438,390 701,693 

 
Workforce Composition (Fraction of Distinct Research Group Exclusive Employees) 

Faculty 0.35 0.24 0.37 0.25 0.30 0.27 0.36 0.28 

Postdocs and Graduate Students 0.31 0.27 0.30 0.27 0.32 0.29 0.25 0.22 

 
Fraction of Distinct Exclusive Employees by Role who are Female 

All Roles  0.43 0.21 0.31 0.28 0.32 0.23 0.29 0.27 

Faculty 0.31 0.27 0.42 0.29 0.42 0.26 0.4 0.27 

Postdocs and Graduate Students 0.41 0.28 0.56 0.29 0.56 0.25 0.54 0.28 

         

         

Patented (binary) 0.42 0.49 0.36 0.48 0.59 0.49 0.58 0.49 

Publication (binary) 0.56 0.5 0.55 0.5 0.72 0.45 0.5 0.5 

Disruptive Patent (binary) 0.2 0.4 0.17 0.37 0.37 0.48 0.26 0.44 

Forward Citations 2.1 6.41 1.94 6.18 2.1 4.19 2.85 8.41 

New Grant (binary) 0.92 0.27 0.91 0.29 0.99 0.12 0.95 0.22 

N research groups 4,709 3,816 367 526 

Note: The above table shows the mean and standard deviations of the attributes of research groups. An observation in the above table is a research group. The variable 

“Distinct Grants (per year)” is defined as the average number of distinct grant numbers from which employees of the research group are paid within each year that a 

research group is observed in the data. The variable “Distinct Faculty (per year)” is defined as the average number of distinct faculty members paid by grants exclusively 

associated with the research group within each year that a research group is observed in the data. “Observed Years” represents the total number of calendar years for 

which a research group is observed within our data. “Total Spending” is the average total direct expenditures of a research group within each year  charged to grants 

exclusively associated with the research group. The variables related to the workforce composition of the research group display the fraction of all distinct employees 

exclusively working for the research group who are listed as having each occupational title. For example, the “Faculty” variable is defined as the fraction of the distinct 

employees of a research group who are listed as holding the occupational title of “Faculty.” The variables related to the gender of the employees within a research group 

are defined as the fraction of employees within a given occupation working for a research group who are female averaged over the years in which we observe the research 

group. For example, the variable “Faculty” is defined as the fraction of employees with the occupation ‘Faculty’ who are fema le. The left-most columns in the above 

table display the averages over all research groups. The subsequent columns show the averages separately for research groups according to fraction of funding that the 

research group received during its first three years observed in the data derived from non-federal sources.
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In the below table, we show the estimated coefficients from the cross-sectional regression. 

 
Table A6: Cross-Sectional Regression of Scientific Output on Share Non-Federal Funding 

  
(1) (2) (3) (4) (5) (6) (7) (8) 

1[Patent] 1[Publish] 1[Disruptive Patent] ln(Patent Citations) 

Frac. Spending – 
Non-Fed 

0.189*** 0.208*** -0.191*** -0.183*** 0.138*** 0.148*** 0.035*** 0.412*** 

(0.052) (0.053) (0.064) (0.057) (0.037) (0.037) (0.119) (0.121) 

Ln(Total Spending) 
0.108*** 0.117*** 0.050*** 0.026** 0.060*** 0.064*** 0.147*** 0.156*** 

(0.015) (0.014) (0.011) (0.011) (0.014) (0.015) (0.042) (0.043) 

Fraction of Faculty 
  0.216**   0.494***   0.112**   0.389** 

  (0.092)   (0.091)   (0.052)   (0.163) 

Frac. Workforce – 
Grad/Postdoc 

  0.059   0.112   0.025   0.147 

  (0.085)   (0.084)   (0.047)   (0.092) 

Frac. Workforce – 
Research Staff 

  0.014   0.608***   -0.029   0.012 

  (0.023)   (0.121)   (0.049)   (0.091) 

Frac Female – 
Faculty  

  -0.095   0.059**   0.017   -0.071 

  (0.01)   (0.029)   (0.018)   (0.057) 

Frac Female – 
Grad/Postdoc 

  -0.136***   0.186***   -0.049*   0.000 

  (0.03)   (0.032)   (0.025)   (0.06) 

Frac Female – 
Research Staff 

  -0.008   0.140***   0.004   -0.048 

  (0.024)   (0.032)   (0.031)   (0.05) 

Institution x Year FE Yes Yes Yes Yes Yes Yes Yes Yes 

N 4,702 

Dep. Mean 0.42 0.42 0.56 0.56 0.20 0.20 0.42 0.42 

Notes: The unit of observation in these regressions is a research group during years 1-4. The dependent variables are 
calculated using years 4-5. The two key variables of interest are constructed using total direct expenditure, not including 
overhead charges. Coefficient estimates concatenated with * represents a p-value < 0.1, ** represents a p-value < 0.05, 
and *** represents a p-value <0.1. Standard errors are in parenthesis and clustered at the institution by year level but robust 
to clustering on research groups. Note that the sample size is different than in the previous samples because of truncation 
in the dependent variable. 

 

 

 


