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Model

Time t = 1, 2, . . .

Consumer
I Type X ∼ N (0, σ2

0), fixed, unobservable

I Choose an activity level at ∈ A ⊂ R+

I A is finite, min A = 0, and max A = amax > 0

Platform

I Privately observe a signal X + εt with εt
iid∼ N

(
0,

1
at

+ γt

)
I γt: level of privacy protection in t
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Timing

1. Platform chooses a privacy policy (γ1, γ2, . . . ) ∈ R∞+

I Signal X + εt with εt ∼ N
(

0, 1
at
+ γt

)
2. Consumer chooses a1, a2,. . .

Solution: SPE
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Equilibrium

1. Platform chooses a privacy policy (γ1, γ2, . . . )

I Signal X + εt with εt ∼ N (0, 1
at
+ γ)

2. Consumer solves

max
(at)∞t=1

∞∑
t=1

δt−1
C

[
u(at)− v

(
σ2

0 − σ2
t (a

t,γ t)
)]
.
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Theorem
For any v and discount factors, in any equilibrium:
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2. ∀τ ∈ N, ∃v∗ > 0 s.t. ∀v ≥ v∗, γ∗t > 0 for t = 1, . . . , τ

I Early: high MC→ high γt to encourage activity

I Learning becomes easier over time

I No value of stopping data collection
I E.g., γt =∞ after some period?
I Committing to erode privacy→ higher activity today
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Consumer-Worst Outcome

Full characterization in the paper

Proposition (informal)
There is a “consumer-worst” eqm such that:

1. The outcome is the same as long-run commitment.

2. Platform strategy is greedy.

If σ2
0 is small, the eqm is unique.
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γt =∞ and the consumer chooses at = amax in all periods.
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Introducing a New Digital Product

Two firms
I Existing firm with a low σ2

0 (e.g., data from other services)

I New firm with a high σ2
0

Which firm has higher willingness to launch a new digital service?

New firm faces a higher marginal value of info

But, platform-worst eqm→ only the existing firm can collect info

Inefficiency: Data go to a firm that already has a lot of data
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Recap

I A dynamic model of a platform collecting consumer data

I Key: decreasing marginal privacy cost

I Long-run privacy loss with high activity level

I Weaker commitment: optimistic belief prevents data collection

I Data-driven advantage due to lower MC of privacy loss


