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Abstract

This paper introduces a new adaptive methodology for the estimation of Dynamic Stochastic
General Equilibrium (DSGE) models based on the Mixture of Students t by Importance Sam-
pling weighted Expectation-Maximization (MitISEM). The use of Importance Sampling and
of an adaptive scheme based on Expectation-Maximization allows us to efficiently estimate any
sort of DSGE model. We apply the MitISEM in simulation examples with two workhorse DSGE
models. Our results indicate how the MitISEM achieves identification of the model parameters.
We also use the MitISEM to estimate an open economy model encompassing international trade
between two countries, namely Canada and the US. For both countries, we consider a rich fiscal
policy sector that includes two different types of public expenditure: productive and unpro-
ductive government spending. Our findings show that, in the presence of nominal rigidities,
an increase in productive spending generates a crowding-in on domestic private consumption,
whereas unproductive spending induces a fall in domestic private consumption. We also find
that irrespective of the type of government expenditure, an increase in public spending for the
domestic economy induces an exchange rate appreciation and an improvement in the trade bal-
ance. Finally, our results show that the degree of trade openness matters in terms of propagation
of government spending shocks.
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1 Introduction

In recent years, Dynamic Stochastic General Equilibrium (DSGE) models have been widely adopted

in academia and central banks to study the behaviour of macroeconomic time-series over the busi-

ness cycle, as well as for policy analysis and forecasting.

There are different types of DSGE models and scholars often disagree on their classification.1
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Initially, DSGE models were real business cycle models that featured dynamics and general equi-

librium (Kydland and Prescott, 1982; Long and Plosser, 1983; Campbell, 1994). Successively, new

Keyensian DSGE models with nominal frictions were developed (Yun, 1996; Clarida et al., 1999;

Woodford, 2003; An and Schorfheide, 2007; Gaĺı, 2015; Herbst and Schorfheide, 2016). Later on,

DSGE models were extended to capture the joint dynamics of output, consumption, investment,

hours, wages, inflation, and interest rates for a closed economy (Christiano et al., 2005; Smets and

Wouters, 2003; Smets and Wouters, 2007).

Without being exhaustive, one strand of literature has analysed the impact of government spending

shocks on the economy, with specific attention paid to private consumption. Some DSGE models in-

corporated rule-of-thumb consumers (Gaĺı et al., 2007; Bilbiie et al., 2008), whereas others included

consumption habits (Schmitt-Grohé and Uribe, 2004; Ravn et al., 2006). Some DSGE models as-

sumed that government spending contributes to aggregate production (Baxter and King, 1993;

Ambler and Paquet, 1996; Linnemann and Schabert, 2006), whereas others used non-separable

utility functions (Linnemann, 2006; Bilbiie, 2009; Bilbiie, 2011; Coenen et al., 2012). There are

also DSGE models that have investigated the effects of fiscal policy shocks with the use of fiscal

rules (Forni et al., 2009; Leeper et al., 2010b; Asimakopoulos et al., 2020).

Another strand of the literature relates to DSGE models that present open economy features.

Some DSGE models have focused on monetary policy in open economies (Corsetti and Pesenti,

2001; Kollmann, 2001; Gaĺı and Monacelli, 2005; Lubik and Schorfheide, 2005). Other DSGE

models have adopted a new Keynesian framework of a small open economy (Adolfson et al., 2008;

Justiniano and Preston, 2010; Born et al., 2013). There are also multi-country DSGE models that

have included nominal and real frictions (Adolfson et al., 2007; Erceg et al., 2008; Rabanal and

Tuesta, 2010; Bodenstein et al., 2011), and DSGE models that have linked international macroe-

conomics and trade theory (Ghironi and Melits, 2005; Cacciatore and Traum, 2020).

Over time, DSGE models have clearly increased their level of complexity. This implies that their

estimation has become a more challenging task. Starting with Schorfheide (2000) and Otrok

(2001), Markov Chain Monte Carlo (MCMC) algorithms, and more specifically the random walk

Metropolis-Hastings (RWMH), have been the cornerstones for DSGE estimation. The easy imple-

mentation of the RWMH, together with the ad hoc program Dynare (see Adjemian et al., 2011),

has contributed to the massive spread of this estimation approach. Herbst (2012) reported that

95% of papers published from 2005 to 2010 in the eight top economics journals use the RWMH
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algorithm for DSGE estimation. However, as DSGE complexity increased, the limit of the RWMH

estimation approach emerged. Chib and Ramamurthy (2010) and Herbst (2012) have documented

that the RWMH is very slow to converge and can get stuck near the local mode. Moreover, it

can be very autocorrelated, resulting in an inefficient estimation, and fails to explore the entire

posterior distribution (see, for example, Herbst and Schorfheide, 2014). These shortcomings have

called for different estimation approaches.

Starting from the results in Creal (2007), recently Herbst and Schorfheide (2014) and Cai et al.

(2020) proposed the application of the Sequential Monte Carlo (SMC) algorithm for DSGE esti-

mation. The SMC is usually associated with filtering non-linear-state-space systems and it was

originally proposed by Herbst and Schorfheide (2014). It recursively constructs importance sam-

plers for a sequence of distributions that begin at an easy-to-sample initial distribution and that

end at the posterior. The SMC is a flexible methodology that has also been applied in the Markow-

Switching VAR, see Bognanni and Herbst (2018).

In this paper we take a different approach and, in particular, we propose a new methodology

that is based on the Mixture of (Student’s) t by Importance Sampling weighted Expectation-

Maximization (MitISEM). Our work presents two main contributions with respect to the previous

literature. Firstly, we propose this new estimation strategy that can easily tackle complex DSGE

models. Secondly, we provide novel insights into the role of fiscal policy in an open economy DSGE

model. In particular, we apply the MitISEM methodology to a two-country DSGE model that aims

to analyse the effects of government spending shocks on the economy. Our DSGE model presents

new Keynesian features and considers two types of government expenditures, namely, productive

and unproductive spending.

The MitISEM methodology can be summarised as follows. After an initial set of candidate draws,

the algorithm applies Important Sampling (IS) to compute the unknown posterior density by a

mixture of Student’s t densities. Importance weights emphasize certain values of the posterior

distributions, which achieve identification of the posterior densities. Moreover, at each simulation,

the parameters of the mixture of Student’s t densities adapt to the most recent IS draws and are

recomputed via an Expectation-Maximization (EM) step.

Our adaptive scheme provides large benefits. Firstly, on the computational side, the algorithm

is “embarrassingly parallelizable” on multiple processors or graphics processing units (GPU) (see,

for example, Baştürk et al., 2016). This allows any user to estimate complex DSGE models in a
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reasonable computing time. Secondly, the algorithm does not require the parameters to be tuned

for the user. This is particularly important when the number of parameters is very large, and their

distribution is non-standard. Thirdly, the adaptive EM step improves and speeds up posterior con-

vergence in the case of parameter identification. Therefore, the posterior estimation offers a tool

for investigating whether the parameters can be identified or not. Fourthly, the algorithm relies

on the mixture of the Student’s t densities, that can easily handle the asymmetry, non-normality

and multi-modality of the posteriors. This aspect is particularly important when the likelihood

function is complex and not well distributed. Finally, the MitISEM extends the RWMH method

by developing a new algorithm that does not rely on any Metropolis-Hastings (MH)step. This

reduces the correlation among draws, improves the convergence, and the accuracy of the posterior

estimates.

Simulation results show how the MitISEM achieves identification of the model parameters and how

it can estimate complex features, such as parameter bimodality. Then, we use the MitISEM to

estimate two workhorse DSGE models: the small new Keynesian (NK) model in the spirit of Wood-

ford (2003) and the Smets and Wouters (2007) (SW) model. We compare the estimates obtained

using the MitISEM with those of the standard MCMC. We find that the differences in the values

of estimated parameters are negligible. In addition, MitISEM presents an enormous advantage in

terms of computing time.

As a next step, we apply the MitISEM to a more complex DSGE model. In particular, we estimate

a new Keynesian DSGE model that has a two-country framework and is based on 164 equations

with 86 parameters to estimate. As explained above, the MitISEM presents numerous advantages

compared to the RWMH in the estimation of this type of complex DSGE model.

From a theoretical point of view, our DSGE model extends the work by Erceg et al. (2008) by as-

suming two different types of public expenditure, namely, productive and unproductive government

spending. In line with Leeper et al. (2010a) and Asimakopoulos et al. (2020), we include distortive

taxes to capital and labour incomes, together with several fiscal policy rules. Our analysis provides

insights into two topics that have been widely studied by the previous literature. The first topic

relates to the effects of government spending shocks on private consumption. Earlier studies have

found contrasting results regarding such effects (see, for example, Blanchard and Perotti, 2002;

Fatás and Mihov, 2003; Mountford and Uhlig, 2009; Perotti, 2014; Gaĺı et al., 2007). We find that,

in the presence of nominal rigidities, an increase in productive spending generates a crowding-in
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effect on domestic private consumption. On the other hand, an increase in unproductive govern-

ment spending induces a crowding-out effect on domestic private consumption even in the presence

of nominal rigidities.

Our empirical results also shed light on the effects of government spending shocks on the real ex-

change rate. Previous papers on this topic have found mixed results (Corsetti and Müller, 2006;

Kim and Roubini, 2008; Enders et al., 2011; Bouakez et al., 2014; Beetsma et al., 2008; Born et al.,

2013; Ilzetzki et al., 2013; Auerbach and Gorodnichenko, 2016). We show that irrespective of the

type of government expenditure, an increase in public spending for the domestic economy induces

an exchange rate appreciation and an improvement in the trade balance.

In addition, we find that output multipliers for the domestic economy are larger in the presence

of nominal rigidities than when prices and wages are fully flexible. Moreover, under the economy

with nominal rigidities, we observe positive consumption present-value multipliers in response to a

productive government spending shock. We also show that government spending shocks have dif-

ferent effects on output and consumption multipliers depending on the degree of trade openness of

the economy. More specifically, in the presence of nominal rigidities, we observe higher output and

consumption multipliers when the elasticity of substitution between domestic and foreign goods is

larger. In the case of the economy with flexible prices and wages we find the opposite result.

This paper is organized as follows. Section 2 introduces the MitISEM and shows how this methodol-

ogy deals with the parameter identification and complex parameter estimation, such as bimodality.

In this section we also apply the MitISEM to the NK and the SW models. Section 3 describes the

open-economy DSGE model and shows the estimation results obtained using the MitISEM. Finally,

Section 4 draws some conclusions.

2 MitISEM for DSGE estimation

This section introduces a new estimation approach for DSGE models based on the tailored con-

struction of the proposal distribution within an IS algorithm. In particular, we adapt the MitISEM

introduced by Hoogerheide et al. (2012) and improved in Baştürk et al. (2017) to estimate large

DSGE models.2 Firstly, we describe the algorithm. Secondly, we present how the method works

with relatively simple exercises in terms of parameter identification and estimation. Thirdly, we

carry out simulation examples with two workhorse DSGE models to demonstrate the accuracy of

2See the R library in Baştürk et al. (2017) for applications to financial data.
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the MitISEM method. Finally, we propose a robustness experiment.

2.1 MitISEM estimation algorithm

The algorithm is given by the following steps in order to obtain an approximation of a target

density, i.e., the unknown parameter posteriors. Let’s assume that the objective is to estimate a

vector of parameters θ = (θ(1), . . . ,θ(N)) from the unknown posterior p(θ|Y ).

1. Initialization: Simulate parameters draws θ0 = (θ
(1)
0 , . . . ,θ

(N)
0 ) from a ‘naive’ Student-t

candidate distribution, gnaive:

gnaive ∼ t(µ0,Σ0, ν0) (1)

where µ0 and Σ0 are the mean and scale matrix of the Student-t distribution, respectively.

They are computed from a preliminary maximization of the log kernel posterior density (equal

to log-priors plus log-likelihood) evaluated at the mode. Therefore, the initialization depends

on both the prior assumption and the likelihood. The degrees of freedom ν0 are a-priori

chosen from the user. We suggest applying a low value in order to allow for fat tails, for

example ν0 = 3. Moreover, we apply the same degrees of freedom for all parameters, but this

assumption can be relaxed. Furthermore, in the robustness experiment of Section 2.4, we

propose an alternative hierarchical approach where µ0 and Σ0 are not fixed to their optimal

values, but they are drawn from prior distributions. Results are qualitatively similar in the

two cases.

All the parameters are drawn jointly from gnaive and simulations are independent across

draws. This step corresponds to an independent Metropolis-Hastings step where the candidate

is the gnaive distribution and the acceptance rate is 1.

2. Adaptation: Estimate the target distribution’s mean (µ0Adap) and covariance matrix (Σ0
Adap)

by applying an IS method to the draws θ
(1)
0 , . . . ,θ

(N)
0 from gnaive in step 1.3 IS emphasizes

certain areas of the importance distribution gnaive by sampling more frequently from these

values. The importance weights, computed as the ratio between the target distribution and

the importance distribution

ωθ0
=

p(θ0)|Y
gnaive(θ0|Y )

(2)

3For more details, see Section 3.3. in Robert and Casella (1999).

6



are used to generate a new sample of draws θ
(1)
0,Adap, . . . ,θ

(N)
0,Adap from:

g0Adap ∼ t(µ0Adap,Σ
0
Adap, ν). (3)

Compute the IS weights ωθAdap
for this sample. The basic methodology in IS is to choose a

distribution which “encourages” the important values. If this happens, the target (posterior

distribution of the parameters) will have smaller variance, and the parameters will be more

precisely identified.

Moreover, at each simulation, the parameters of the mixture of Student’s t densities adapt to

the most recent IS draws and are recomputed via an Expectation-Maximization (EM) step.

3. IS-weighted EM algorithm: Apply the Expectation-Maximization (EM) algorithm (see

Appendix) given the latest IS weights and draws from step 2. The previous draws are used

to derive the new candidate density ghAdap which is a mixture of Student-t densities:

ghAdap =
H∑

h=1

ηhth(µh,Σh, νh) (4)

with optimized mean (µh), covariance (Σh), degrees of freedom (νh) and mixture weight (ηh)

computed using an EM algorithm on IS weights and draws from step 2. In the first Monte

Carlo draw H = 1 (there is only one component) and ηh = 1 (the only component takes all

the weights).

Draw a new sample θ
(1)
h,Adap, . . . ,θ

(N)
h,Adap from the distribution that corresponds with this

proposal density and compute corresponding IS weights.

4. Iterate on the number of mixture components: Given the current mixture of H com-

ponents with corresponding µh, Σh, νh and ηh, h = 1, . . . ,H, take a percentage (%) of the

sample θ
(1)
h,Adap, . . . ,θ

(N)
h,Adap that corresponds to the highest IS weights. Construct a new mode

µH+1 and scale matrix ΣH+1 with these draws and IS weights, which are the starting values

for the additional component in the mixture candidate density in equation (4). This step

ensures that the new component covers a region of the parameter space in which the previous

candidate mixture had a relatively low probability mass. Usually, two or three components

are sufficient given the flexibility of the mixture of Student’s t densities. In the case that the

maximum number of components chosen a priori is reached or the convergence in step 5 is
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achieved, the drawing of a new component is skipped.

Given the latest IS weights and the draws from the current mixture of H components, ap-

ply the EM algorithm to optimize (again) each mixture component µh,Σh, νh and ηh with

h = 1, . . . ,H + 1. Draw a new sample from the mixture of H + 1 components and compute

the corresponding IS weights.

5. Assess convergence of the candidate density’s quality by inspecting the IS weights

and return to step 3 unless the algorithm has converged.

One of the advantages of the MitISEM is the adaptation step 2 , which eliminates the extreme

dependence of results on user-specified values, especially in the case that the user-specified values

are not accurate, and results in higher levels of robustness.4 Moreover, the algorithm is not really

dependent on the initial mode and scale of the parameters (µ0,Σ0). These are usually obtained

through grid-search algorithms that can incur in local maxima and not positive-definite Hessians.

In these cases, the user can specify a reasonable starting µ0 and Σ0 that will be updated in the

adaptation step or apply a hierarchical prior approach (see Section 2.4).

Step 2 can be seen as an intermediate step that quickly attempts to improve the initial candidate

density gnaive. If during the EM algorithm, a scale matrix Σh of a Student-t component becomes

(nearly) singular, then this h-th component is removed from the mixture. Moreover, if during the

EM algorithm, a weight ηh becomes very small, then this h-th component is removed from the

mixture.

Convergence in step 4 can be assessed by computing the relative change in the Coefficient of

Variation (CoV) of the IS weights, i.e., the standard deviation of the IS weights divided by their

mean, as in Hoogerheide et al. (2012). The default convergence in MitISEM is defined as the change

of the CoV being smaller than 2%. The convergence tolerance can also be changed by the user.

Finally, the specified starting values for νH+1 and ηH+1 in step 4 are fixed in our exercises to 1 and

0.10, i.e., the new component has fat tails, and a relatively low probability ex-ante.

2.2 Identification experiments

This subsection proposes two identification experiments. Experiment 1 considers the same model

as in Andrews and Mikusheva (2015), in which the first set of parameters is identified, whereas

the second is not. This exercise explains how MitISEM provides an accurate and precise posterior

4For more details see Hoogerheide et al. (2012) and Baştürk et al. (2017).
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when the parameters are identified, but not when they are not identified. Experiment 2 shows that

the MitISEM is able to capture multi-modality in a stylized state-space model.

Experiment 1. The series yt is simulated from:

yt = (π + β)yt−1 + εt − πεt−1, εt ∼ N (0, 1) (5)

where the parameters (β, π) satisfy the following restrictions: β ̸= 0, |π| < 1, and |π + β| < 1,

guaranteeing that the process is stationary and invertible. The model can be rewritten as:

(1− (π + β)L)yt = (1− πL)εt.

However, the parameter π is not identified when β = 0. We simulate data in two cases: the first

case sets the value of β = 0, that is π is not identified; the second case fixes β = 0.5, with the

parameter π identified by construction.

Figure 1 shows the estimated posterior distributions of the parameters π and β under-identification

(β ̸= 0) and non-identification (β = 0), for two sample sizes, T = 250 and T = 1000, respectively.

We centred the posterior densities of both β and π at zero in order to make them comparable.

From Figure 1 we observe that, as the sample size rises, there is an increase in the precision of the

estimation for the identified case. As we discussed above, in step 4 of the algorithm, the posterior

densities become very narrow around the true values and precision is high with few simulations. This

result is not true for the non-identified case where the posterior densities are very diffuse. Therefore,

the MitISEM can also offer a useful tool for investigating whether a parameter is identified or not.

Experiment 2. The MitISEM is based on a mixture of Student’s t, therefore, it can capture

bimodality in the parameter space. To test this point we replicate the same exercise as in Herbst and

Schorfheide (2014), where the posterior density p(θ|Y ) of a stylized state-space model is calculated.

The model is given by:

yt =

[
1 1

]
st, st =

 ϕ1 0

ϕ3 ϕ2

 st−1 +

 1

0

 εt, εt ∼ N (0, 1). (6)

9



Figure 1: Posterior density of β and π
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Notes: The Figure shows the posterior densities of the parameters β (left panels) and π (right panels) centred at zero
to facilitate graphical comparison. The blue (solid) lines show posterior densities when the parameter π is identified;
red (dotted) lines show posterior densities when the parameter is not identified. Top panels: T = 250; bottom panels:
T = 1000.

The mapping between some structural parameters Θ = [θ1, θ2] and the reduced form parameters

Φ = [ϕ1, ϕ2, ϕ3] is assumed to be:

ϕ1 = θ21, ϕ2 = (1− θ21), ϕ3 − ϕ2 = −θ1θ2.

This representation shows two main problems. The first problem is the lack of identifiability of

θ2 when θ1 is close to 0. This is because these parameters enter the model multiplicatively. The

second problem relates to a global identification issue. The root cancellation in the AR and MA

lag polynomials for yt causes a bimodality in the likelihood function.

We simulate T = 200 observations from the model given in Equation (6) with the structural

parameters set at Θ = [0.45, 0.45]. Those values are observationally equivalent to Θ = [0.89, 0.22].

The MitISEM requires that the starting values are specified for each new component, i.e., νh = 1

and ηh = 0.10, h = 1, . . . ,H and H = 3. Finally, we use uniform priors, i.e., 0 ≤ θ1 ≤ 1 and

0 ≤ θ2 ≤ 1.

The MitISEM algorithm works very well for this simple problem and it is computationally very

fast with 10,000 draws executed in a few seconds. Figure 2 shows one of the crucial features of the
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algorithm: the bimodality is well captured using a mixture of two Student’s t densities.

Figure 2: Contour of Student’s t components
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Notes: The Figure shows the contour plot of two t-student components for the parameters. The first density
(black diamond) represent the Θ = [0.45, 0.45], the parameter simulated in the experiment. The second density (red
squared) represents the Θ = [0.89, 0.22]. In this experiment the number of draws is set to 100,000.

2.3 Simulation examples

This section presents a Monte Carlo experiment that compares the MitISEM to the standard

MCMC method. We compare the estimates of two workhorse DSGE models obtained with the

MitISEM and MCMC approaches, respectively.

The first model is the small new Keynesian (NK) model, as described in Woodford (2003), An

and Schorfheide (2007), Gaĺı (2015) and Herbst and Schorfheide (2016). This model consists of a

representative household, a firm producing final goods, a continuum of firms producing intermediate

goods, a central bank and a fiscal authority. We refer to Herbst and Schorfheide (2016) for a detailed

description of the model. The set of parameters is given by:

Θ = {τ, κ, ψ1, ψ2, r
(A), π(A), γ(Q), ρr, ρg, ρz, σr, σg, σz}

where individual parameters are defined in Table 1. In the Monte Carlo exercise, we simulate

I = 100 times the series. Then, for each simulation we estimate the NK model using MCMC and

MitISEM and compare the parameter estimation bias. In order to obtain a fair comparison between

the two approaches, we use the same number of draws, D = 200000. Table 1 reports the bias for
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the MCMC (B-MCMC) and the bias for the MitISEM (B-MitISEM). Our results indicate that the

MitISEM performs well and is very precise in the parameter estimation.

Table 1: Monte Carlo exercise for the NK model

Full name Symbol Prior Mean, St.Dev. B-MitISEM B-MCMC

Risk aversion parameter τ G (2.00, 0.50) 0,01 0.16
Phillips curve slope coefficient κ U (0.00, 1.00) 0.02 0.11
T.R. coefficient. on inflation ψ1 G (1.50, 0.25) 0.01 0.23
T.R. coefficient. on output ψ2 G (0.50, 0.25) -0.01 0.04

Steady-state real interest rate r(A) G (0.50, 0.50) -0.03 0.06

Steady-state real inflation rate π(A) G (7.00, 2.00) 0.03 0.08

Growth rate of the economy γ(Q) N (0.40, 0.20) 0.01 0.03
Interest Rate Smoothing ρr U (0.00, 1.00) -0.01 0.05
Government expenditure pers. ρg U (0.00, 1.00) 0.01 0.05
Productivity persistence ρz U (0.00, 1.00) 0.02 0.05
Monetary policy standard error σr IG (0.40, 4.00) 0.00 -0.03
Government expenditure s.e. σg IG (1.00, 4.00) -0.00 -0.02
Productivity standard error σz IG (0.50, 4.00) -0.04 -0.07

Notes: The table shows the estimated bias for the MitISEM (B-MitISEM) and MCMC (B-MCMC). We also report
the parameter’s name (Full name), the acronym symbol (Symbol), and the prior distribution (Prior) with the mean
and standard deviation (Mean, St.Dev). The number of Monte Carlo iterations is set to I = 100 and the number
of draws is set to D = 200000. G is Gamma distribution. U is the Uniform distribution. IG is the Inverse-Gamma
distribution. N is the Normal distribution.

The second model is the popular Smets and Wouters (2007) (SW) model. The theoretical

framework consists of a representative household that has a utility function that includes two ar-

guments, consumption and labour. This representative household has monopoly power over wages.

This implies the presence of sticky nominal wages à la Calvo (1983). The representative household

rents capital services to intermediate production firms and decides how much capital to accumulate

given certain capital adjustment costs. As the rental price of capital changes, the utilization of

the capital stock can be adjusted at increasing cost. There is a single final production good and

a continuum of intermediate production goods. The intermediate production firms produce under

monopolistic competition and use capital services and labour as input factors. These intermediate

production firms set prices according to the Calvo (1983) model. As additional assumption con-

cerning nominal rigidities, there is partial indexation of both wages and prices to past inflation

rates. Given the fact that this model has been widely analysed by previous studies, we omit the
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presentation of the several equations. The set of parameters is given by:

Θ = {φ, σc, h, ξw, σl, ξp, ιw, ιp, ψ,Φ, rπ, ρ, ry, r∆y , π̄100
(
β−1 − 1

)
,

l̄, γ̄, α, ρa, ρb, ρg, ρi, ρr, ρp, ρw, µp, µw, σa, σb, σg, σi, σr, σp, σw}

where individual parameters are defined in Table 2. As above, we simulate the series I = 100 times

and at each iteration we estimate the model using MitISEM and MCMC. In order to have a fair

comparison between the two approaches, we use the same number of draws, D = 200000.Table 2

shows that the MitISEM provides accurate estimates of the parameters.5

Finally, Table 3 provides evidence of the large computational gains of the MitISEM with respect

to the MCMC algorithm. In particular, the ratios in the computing time of the MitISEM with

respect to the MCMC indicate gains up to 3-4 time when using a large set of cores. Table 3 also

shows that when the number of components increases the computational time increases and gains

are larger for more complex models.

2.4 Robustness experiment

As we discussed in Section 2.1, the MitISEM requires that both µ0 and Σ0 be specified in step 1. As

explained in Hoogerheide et al. (2012), a valuable strategy is to maximize the log-posterior density

and to use the estimated parameters for µ0 and minus the inverse of the Hessian matrix for Σ0. This

approach has been proved to be very reliable in financial problems and in microeconometrics with

non-elliptical density contours.6 In the DSGE optimization, it is not rare to incur multimodality

and local maxima. In these cases, the estimated µ0 and Σ0 may not be the best choice. Moreover,

one might not have access to or believe in the initial values of µ0 and Σ0. Therefore, a hierarchical

approach can be used in order to form a prior knowledge for the two parameters.

To test the robustness of the MitISEM to the initial conditions, we estimate I = 100 times the

SW model with two initializations. The first one maximizes the log-posterior and fixes µ0 to the

estimated parameters and Σ0 to minus the inverse of the Hessian matrix; the second simulates from

the standard prior of SW and uses their mean as µ0, and the variance-covariance matrix as Σ0.

The second initialization is similar to the one used in Herbst and Schorfheide (2014).

We compute the mean difference (M.D.) and standard deviation difference (S.D.D.) across runs

5Estimated results for the parameters of the SW model are available from the authors upon request.
6For more details, see Baştürk et al. (2017).
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Table 2: Monte Carlo exercise for the SW model

Full name Symbol Prior Mean, St.Dev. B-MitISEM B-MCMC

Adjustment cost φ N (4.00, 1.50) -0,15 -0,15
IES σc N (1.50, 0.37) 0,02 -0.02
Consumption habit h B (0.70, 0.10) 0.02 -0.01
Calvo wages probab. ξw B (0.50, 0.10) 0.02 0.00
Elasticity of labour supply σl N (2.00, 0.75) 0.17 0.36
Calvo prices probab. ξp B (0.50, 0.10) -0.05 -0.03
Degree of wage indexation ιw B (0.50, 0.15) -0.03 0.00
Degree of price indexation ιp B (0.50, 0.15) -0.02 0.01
Capacity utilization elasticity ψ B (0.50, 0.15) 0.01 -0.01
Share of fix. costs in prod. func. Φ N (1.25, 0.12) 0.05 0.00
T.R. coefficient. on inflation rπ N (1.50, 0.25) 0.03 -0.01
Interest Rate Smoothing ρ B (0.75, 0.10) 0.03 -0.01
T.R.long-run coefficient on Y ry N (1.50, 0.37) 0.00 0.00
T.R. short-run coefficient on Y r∆y N (0.12, 0.05) 0.00 0.01
Steady-state inflation rate π̄ G (0.62, 0.10) 0.06 0.00
Steady-state discount rate 100

(
β−1 − 1

)
G (0.25, 0.10) 0.20 0.28

Steady-state hours worked l̄ N (0.00, 2.00) -0.09 0.10
Quarterly trend growth rate γ̄ N (0.40, 0.10) 0.06 0.04
Private capital share α N (0.30, 0.05) 0.15 0.13
Productivity persistence ρa B (0.50, 0.20) 0.01 0.00
Risk-premium persistence ρb B (0.50, 0.20) 0.67 0.66
Government expenditure pers. ρg B (0.50, 0.20) -0.05 -0.06
Investment persistence ρi B (0.50, 0.20) 0.01 -0.02
Monetary policy persistence ρr B (0.50, 0.20) 0.01 0.00
Price mark-up persistence ρp B (0.50, 0.20) -0.02 -0.02
Wage mark-up persistence ρw B (0.50, 0.20) 0.03 0.04
MA parameter price mark-up µp B (0.50, 0.20) 0.04 0.01
MA parameter wage mark-up µw B (0.50, 0.20) 0.01 0.03
Productivity standard error σa IG (0.10, 2.00) 0.19 0.18
Risk-premium standard error σb IG (0.10, 2.00) 0.29 0.29
Government expenditure s.e. σg IG (0.10, 2.00) 0.04 0.05
Investment standard error σi IG (0.10, 2.00) -0.18 -0.19
Monetary policy standard error σr IG (0.10, 2.00) 0.04 0.02
Price mark-up standard error σp IG (0.10, 2.00) -0.04 -0.04
Wage mark-up standard error σw IG (0.10, 2.00) -0.05 0.03

Notes: The table shows the estimated bias for the MitISEM (B-MitISEM) and MCMC (B-MCMC). We also report
the parameter’s name (Full name), the acronym symbol (Symbol), and the prior distribution (Prior) with the mean
and standard deviation (Mean, St.Dev). The number of Monte Carlo iterations is set to I = 100 and the number of
draws is set to D = 200000. B is the Beta distribution. G is Gamma distribution. U is the Uniform distribution. IG
is the Inverse-Gamma distribution. N is the Normal distribution.

defined as:

M.D. =
1

I

I∑
i=1

(
Θ̂

LP
i − Θ̂

Prior
i

)
, S.D.D. =

1

I

I∑
i=1

(
std(Θ)PL

i − std(Θ)Prior
i

)
. (7)
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Table 3: Computational time needed to estimate the NK and SW models

NK Model SW Model

Number Six Twelve Twenty-four Six Twelve Twenty-four
of Mixtures Threads Threads Threads Threads Threads Threads
2 0.84 0.50 0.44 0.61 0.31 0.23
3 1.19 0.70 0.64 0.80 0.50 0.40

Notes: The Table shows a comparison of the computational time between the MitISEM and MCMC algorithms for
the NK and the SW models. The values represent the ratios in the computing time of the MitISEM with respect to
the MCMC. The MitISEM is estimated by selecting 2 and 3 mixture components as well as six, twelve or twenty-four
threads using a AMD Ryzen 3900X processor with 12 cores and 24 threads.

where ΘLP
i are the estimated parameters at the i-th iteration of the MitISEM with log-posterior

density maximization, and ΘPrior
i are the estimated parameter at the i-th iteration of the MitISEM

with a hierarchical prior structure.

Table 4 indicates that the differences are very small and, more importantly, the S.D.D. is below

the value of 0.1 in almost all the cases when prior values are in single units.

3 An open-economy model

In this section, we develop a more complex DSGE model and we estimate it using the MitISEM.

In particular, we aim to analyse the effects of government spending shocks in an open-economy

model. Our theoretical framework encompasses international trade between two countries, namely

Canada and the US. We assume that these two countries differ in size but are otherwise symmetric.

In each country, the representative household maximises its utility function that has two arguments,

consumption and labour. The representative household makes investment decisions, owns the

capital stock and rents it to intermediate production firms. Each country produces a single final

production good and a continuum of intermediate production goods. As in Asimakopoulos et al.

(2020), the intermediate production firms produce under monopolistic competition and use three

input factors, i.e., private capital, government capital and labour. Nominal rigidities in each country

consist of sticky prices and wages à la Calvo (1983), as well as partial indexation of both wages and

prices to past inflation rates. In each country, final consumption goods, as well as investment goods,

are produced by firms that combine domestic and imported goods under perfect competition. As

in Bodenstein et al. (2011), we assume that asset markets are complete at the country level, but are

incomplete internationally. In both countries we assume a rich fiscal sector that includes different
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Table 4: Robustness to the initial conditions, Monte Carlo exercise for the SW model

Full name Symbol Prior Mean, St.Dev. M.D. S.D.D.

Adjustment cost φ N (4.00, 1.50) 0.28 -0.15
IES σc N (1.50, 0.37) -0.02 -0.10
Consumption habit h B (0.70, 0.10) 0.03 0.03
Calvo wages probability ξw B (0.50, 0.10) 0.13 0.03
Elasticity of labour supply σl N (2.00, 0.75) 0.15 -0.13
Calvo prices probability ξp B (0.50, 0.10) 0.13 0.03
Degree of wage indexation ιw B (0.50, 0.15) 0.14 -0.03
Degree of price indexation ιp B (0.50, 0.15) 0.10 0.02
Capacity utilization elasticity ψ B (0.50, 0.15) -0.15 -0.04
Share of fixed costs in prod. func. Φ N (1.25, 0.12) 0.04 -0.03
T.R. coefficient. on inflation rπ N (1.50, 0.25) -0.06 -0.04
Interest Rate Smoothing ρ B (0.75, 0.10) 0.01 0.03
T.R.long-run coefficient on Y ry N (1.50, 0.37) -0.05 0.00
T.R. short-run coefficient on Y r∆y

N (0.12, 0.05) -0.08 0.00
Steady-state inflation rate π̄ G (0.62, 0.10) -0.03 0.12
Steady-state discount rate 100

(
β−1 − 1

)
G (0.25, 0.10) -0.10 -0.02

Steady-state hours worked l̄ N (0.00, 2.00) 0.13 0.13
Quarterly trend growth rate γ̄ N (0.40, 0.10) 0.01 0.13
Private capital share α N (0.30, 0.05) 0.12 0.02
Productivity persistence ρa B (0.50, 0.20) 0.03 0.03
Risk-premium persistence ρb B (0.50, 0.20) -0.16 -0.01
Government expenditure persistence ρg B (0.50, 0.20) 0.03 -0.01
Investment persistence ρi B (0.50, 0.20) 0.09 -0.06
Monetary policy persistence ρr B (0.50, 0.20) 0.03 -0.07
Price mark-up persistence ρp B (0.50, 0.20) 0.02 0.01
Wage mark-up persistence ρw B (0.50, 0.20) -0.05 -0.03
MA parameter price mark-up µp B (0.50, 0.20) -0.03 -0.08
MA parameter wage mark-up µw B (0.50, 0.20) -0.03 -0.01
Productivity standard error σa IG (0.10, 2.00) -0.02 0.03
Risk-premium standard error σb IG (0.10, 2.00) 0.12 -0.04
Government expenditure s.e. σg IG (0.10, 2.00) -0.05 -0.13
Investment standard error σi IG (0.10, 2.00) 0.04 -0.04
Monetary policy standard error σr IG (0.10, 2.00) -0.16 -0.10
Price mark-up standard error σp IG (0.10, 2.00) -0.13 -0.13
Wage mark-up standard error σw IG (0.10, 2.00) -0.08 -0.12

Notes: The table shows the mean difference of the estimated parameters (M.D.) and the standard deviation difference
(S.S.D.). We also report the parameter’s name (Full name), the acronym symbol (Symbol), and the prior distribution
(Prior) with the mean and standard deviation (Mean, St.Dev). The number of Monte Carlo iterations is set to I = 100
and the number of draws is set to D = 200000. B is the Beta distribution. G is Gamma distribution. IG is the
Inverse-Gamma distribution. N is the Normal distribution.

types of government expenditures, namely productive and unproductive government spending.

Moreover, we consider several fiscal policy rules.

Since the model is symmetric, in what follows we will describe only the model for the domestic

country in detail , which is Canada in our study.
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3.1 Theoretical Model

Households. In each country, the representative household maximizes its lifetime utility function

by choosing purchases of consumption, C1,t, and investment goods, I1,t, capital stock, K1,t, and next

period’s holdings of both domestic government bonds, B1,t+1, and foreign government bonds, Bf
1,t+1,

given its period-by-period budget constraint. Therefore, the representative household maximizes:

max{
C1,t,I1,t,K1,t,B1,t,B

f
1,t

}Et

{ ∞∑
t=0

βt1

[
1

1− σc1
(C1,t − h1C1,t−1)

1−σc
1 exp

(
σc1 − 1

1 + σl1
(L1,t)

1+σl
1

)]}
, (8)

subject to the budget constraint:

P c
1,tC1,t + P i

1,tI1,t +
(
Rb

1,t

)−1
B1,t+1 +

e1,t
(
Rb

2,t

)−1
Bf

1,t+1

ϕb1,t
(9)

= B1,t + e1,tB
f
1,t + (1− τ l1,t)W1,tL1,t + (1− τk1,t)R

k
1,tK1,t−1 +D1,t + T1,t,

and the capital accumulation equation:

K1,t = (1− δ1)K1,t−1 + εi1,t

(
1− S

(
I1,t
I1,t−1

)2
)
I1,t. (10)

In equation (8), Et denotes the expectation operator at time t and βt1 is the discount factor. The

representative household consumption is influenced by the presence of external habit, h1, related

to aggregate past consumption. The parameter σc1 is the coefficient of relative risk aversion. The

variable L1,t represents hours worked, while σ
l
1 is the inverse of the elasticity of work with respect

to the real wage.

In equation (9), P c
1,t and P

i
1,t indicate the prices of consumption and investment goods, respectively.

The gross nominal return of the domestic government bond is denoted by Rb
1,t, while R

b
2,t is the

gross nominal return of the foreign government bond. The latter is denominated in foreign currency

and, thus, its domestic value depends on the nominal exchange rate, e1,t, expressed in units of the

domestic currency per unit of foreign currency. As in the paper of Erceg et al. (2008), we assume

that the representative household faces an intermediation cost to purchase the foreign bond, ϕb1,t.

We indicate by W1,t the aggregate nominal wage, while Rk
1,t is the rental rate for capital services.

D1,t represents the dividends paid by production goods firms that are owned by the representative

household. Moreover, the fiscal authority absorbs part of the gross income of the representative
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household in order to finance its expenditure. Accordingly, in equation (9), τ l1,t denotes the labour

income tax rate, while τk1,t is the capital income tax rate. Moreover, T1,t indicates the lump-sum

transfers from the government.

The capital accumulation equation (10) includes the adjustment cost function S (·) and an invest-

ment specific technology shock denoted by εi1,t. Finally, δ1 denotes the depreciation rate.

We also assume that the representative household has monopoly power over wages that implies

sticky nominal wages à la Calvo (1983). Finally, we allow for a partial indexation of wages to past

inflation rates.

Firms: production of consumption goods. In each country, the final consumption good, C1,t,

is produced under perfect competition and sold to the representative household. The representa-

tive firm producing final consumption goods uses a constant elasticity of substitution production

function. In particular, domestic, Cd
1,t, and foreign, M c

1,t, intermediate consumption goods are

combined in order to obtain final consumption goods. The cost minimization problem faced by the

representative firm producing final consumption goods is given by:

min
{Cd

1,t,M
c
1,t}

P d
1,tC

d
1,t + Pm

1,tM
c
1,t

s.t. : C1,t =

(
(ωc

1)
ρc1

1+ρc1

(
Cd
1,t

) 1
1+ρc1 + (ωmc

1 )
ρc1

1+ρc1

(
εm1,tM

c
1,t

) 1
1+ρc1

)1+ρc1

. (11)

We denote by ωc
1 and ωmc

1 the weights of domestic and foreign consumption goods. Moreover,

ρc1 represents the elasticity of substitution between domestic and foreign intermediate goods. We

assume that import preferences are driven by an exogenous shock, εm1,t, that has the form of an

AR(1) process. The Lagrange multiplier associated with the cost minimization problem of the

representative firm producing final consumption goods is defined as the price of consumption goods

P c
1,t.

Firms: production of investment goods. Firms producing investment goods, I1,t, use a

nested constant elasticity of substitution production function. These firms operate under perfect

competition and sell investment goods to the representative household. In particular, domestic and

foreign investment goods, denoted respectively by Id1,t and M
i
1,t, are combined in order to obtain

final investment goods. We can express the cost minimization problem of typical firm producing
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investment goods as follows:

min
{Id1,t,M i

1,t}
P d
1,tI

d
1,t + Pm

1,tM
i
1,t

s.t : I1,t =

((
ωi
1

) ρi1
1+ρi1

(
Id1,t

) 1

1+ρi1 +
(
ωmi
1

) ρi1
1+ρi1

(
εm1,tM

i
1,t

) 1

1+ρi1

)1+ρi1

, (12)

where ωi
1 and ωmi

1 indicate the weights of domestic and foreign investment goods. The elasticity of

substitution between domestic and foreign goods is denoted by ρi1. We also assume that investment

goods are influenced by an import preferences shock, εm1,t, that is the same we assumed in the

production of consumption goods. The Lagrange multiplier associated with the problem of cost

minimization of the typical investment goods firm coincides with the price of investment goods P i
1,t.

Firms: production of domestic intermediate goods. Each country produces a single final

production good and a continuum of intermediate production goods. Each intermediate good firm

j produces its differentiated output using the Cobb-Douglas technology with three input factors,

i.e., private capital (K1,t), labour (L1,t) and productive government capital (Kgp
1,t):

min
{K1,t(j),K

gp
1,t(j),L1,t(j)}

(
Rk

1,tK1,t (j) +W1,tL1,t (j) + P kg
1,tK

gp
1,t (j)

)
s.t. : Y1,t (j) = εa1,t (K1,t (j))

αk
1 (L1,t (j))

αl
1

(
Kgp

1,t (j)
)αkg

1
(13)

where : αk
1 + αl

1 = 1

and : 0 < αkg
1 < 1,

where αk
1 and αl

1 indicate the private capital and labour share in production, respectively. Equation

(13) displays an additional parameter associated with the productive government capital, that is

αkg
1 . This parameter denotes the public capital share in production. Moreover, εa1,t indicates the

total factor productivity exogenous shock following a first order autoregressive process. Firms

set their prices according to current and expected marginal costs, but also according to the past

inflation rate. In our case, the marginal cost does not only depend on wages and the capital rental

rate, but also on the price of the productive government capital.

In line with Leeper et al. (2010a) and Asimakopoulos et al. (2020), we assume that the evolution
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equation for productive government capital is given by:

Kgp
1,t+1 (j) = (1− δg1)K

gp
1,t (j) +G

p

1,t, (14)

where δg1 is the parameter indicating the depreciation rate of the productive government capital.

Moreover, G
p

1,t indicates the productive government investment.

We also assume that intermediate production firms set prices according to the Calvo (1983) model.

As an additional assumption concerning nominal rigidities, we allow for partial indexation of both

wages and prices to past inflation rates.

Fiscal authority. The government finances its public spending by issuing bonds or adjusting

taxes and transfers. As in Asimakopoulos et al. (2020), we separate government expenditure into

productive (Gp
t ) and unproductive (Gu

t ). Therefore, the fiscal authority’s period-by-period budget

constraint has the following form:

P gu
1,tG

u
1,t + P gp

1,tG
p
1,t +B1,t + T1,t = τ r1,t +

(
Rb

1,t

)−1
B1,t+1,

where τ r1,t denotes the total government distortionary tax revenues that are given by:

τ r1,t = τ l1,tW1,tL1,t + τk1,tR
k
1,tK1,t−1.

20



In line with Leeper et al. (2010a) and Asimakopoulos et al. (2020), we assume that the log-linearized

expressions for the fiscal policy rules are:

τ̂ l1,t = ϕyl1 ŷ
d
1,t + γbl1 b̂1,t−1 + ε̂l1,t (15)

where : ε̂l1,t = ρl1ε̂
l
1,t−1 + ηlt (16)

τ̂k1,t = ϕyk1 ŷ
d
1,t + γbk1 b̂1,t−1 + ε̂k1,t (17)

where : ε̂k1,t = ρk1 ε̂
k
1,t−1 + ηkt (18)

t̂1,t = −ϕyt1 ŷ
d
1,t − γbt1 b̂t−1 + ε̂t1,t (19)

where : ε̂t1,t = ρt1ε̂
t
1,t−1 + ηtt (20)

ĝp1,t = ϕygp1 ŷd1,t − γbgp1 b̂t−1 + ε̂gp1,t (21)

where : ε̂gp1,t = ρgp1 ε̂
gp
1,t−1 + ηgpt (22)

ĝu1,t = −ϕygu1 ŷt − γbgu1 b̂1,t−1 + ε̂gu1,t (23)

where : ε̂gu1,t = ρgu1 ε̂
gu
1,t−1 + ηgut (24)

where the small letters with the hats denote log-deviations of the variables from their respective

steady states. Moreover, we assume that all the coefficients in the fiscal rules have positive values,

i.e., ϕx1 ≥ 0 for x = {yl, yk, yt, ygp, ygu} and γz1 ≥ 0 for z = {bl, bk, bt, bgp, bgu}. Fiscal rules (15)-

(23) imply that fiscal variables respond to contemporaneous changes in output and with a delay

of one quarter to variations in government debt. Moreover, equations (15), (17), (19), (21) and

(23) include five distinct exogenous AR(1) processes , ε̂l1,t, ε̂
k
1,t, ε̂

t
1,t, ε̂

gp
1,t and ε̂

gu
1,t, with ρ

v
1 ∈ [0, 1]

for v = {l, k, t, gp, gu} and each of the η1’s are distributed i.i.d. N (0, 1). Finally, we assume that

productive spending responds positively to increases in aggregate output (see, for example, Ambler

et al., 2017), whereas unproductive government spending responds negatively (see, for example,

Leeper et al., 2010a).

Central bank. The central bank is assumed to follow a Taylor-type interest-rate rule (Taylor,

1993) specified in terms of the past nominal interest rate, domestic inflation and output gap:7

Rb
1,t(

Rb
1

)SS =

(
Rb

1,t−1(
Rb

1

)SS
)ρr1

( πd1,t(
πd1
)SS

)rπ1
(
Y d
1,t

Y dp
1,t

)ry
(1−ρr1)(

Y d
1,t/Y

d
1,t−1

Y dp
1,t /Y

dp
1,t−1

)r
∆y
1

εr1,t (25)

7We define the output gap as the difference between actual (Y d
1,t) and potential output (Y dp

1,t ).
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where
(
Rb

1

)SS
and

(
πd1
)SS

indicate the steady-state values for the nominal interest rate and domestic

inflation, respectively. Moreover, we denote by ρr1 the interest rate smoothing parameter, while ry

denotes the response of the nominal interest rate to the output gap, r
∆y

1 indicates the response

of the nominal interest rate to changes in the output gap, and rπ1 represents the reaction of the

interest rate on domestic inflation. We denote by εr1,t the monetary policy shock that follows an

AR(1) process.

Market clearing condition. Imposing the market-clearing condition for the good market of the

domestic economy implies the following aggregate resource constraint:

Y d
1,t = Cd

1,t + Id1,t +Gd
1,t +

ζ2
ζ1
M2,t (26)

where :M2,t =M c
2,t +M i

2,t

where M2,t indicates the net imports of the foreign country, while ζ1 and ζ2 represent the relative

population sizes of the home and foreign country, respectively. Simply, the market clearing condition

(26) states that the production of domestic firms equals the domestic demand of the representative

household for consumption and investment goods, plus domestic government expenditure and total

imports of the foreign country.

Bilateral relations. For country 1, the relative import prices can be expressed as follows:

Pm
1,t

P d
1,t

=
e1,tP

c
2,t

P c
1,t

P d
2,t

P c
2,t

P c
1,t

P d
1,t

(27)

where Pm
1,t is the price of imported goods, whereas P d

1,t indicates the price of the final production

good. Moreover, the consumption real exchange rate is given by:

rer1,t =
e1,tP

c
2,t

P c
1,t

(28)

We assume that the domestic holdings of internationally traded bonds (that is, the home country’s

net foreign assets, denominated in foreign currency) evolve according to:

e1,t
(
Rb

2,t

)−1
Bf

1,t+1

ϕb1,t
= e1,tB

f
1,t +

ζ2
ζ1
e1,tP

m
2,t

(
M c

2,t +M i
2,t

)
− Pm

1,t

(
M c

1,t +M i
1,t

)
(29)
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where M c
2,t and M

i
2,t indicate the foreign country imports of consumption and investment goods,

respectively. Finally, the market clearing condition for the holdings of foreign assets states that

Bf
1,t +Bf

2,t = 0.

3.2 Data

We estimate the model using data for Canada and the US for the sample period 1981:Q1-2019:Q1.

We have chosen this pair of countries for our analysis because the trade between Canada and the

US accounts for approximately 70% of total Canadian trade. This implies that the trade with the

US provides a realistic characterization of the rest of the world for Canada.

Since there are twenty-two exogenous shocks in the model, twenty-two data series are used in the

estimation. In particular, we use data on Canadian and US real gross domestic products, Canadian

and US real private investments, Canadian and US real wage compensations, Canadian and US

inflation rates, Canadian and US nominal interest rates, Canadian and US real labour tax rev-

enues, Canadian and US real capital tax revenues, Canadian and US real productive government

expenditures, Canadian and US real unproductive government expenditures, Canadian and US

real government lump-sum transfers, Canadian real imports from the US and US real imports from

Canada.

We use the OECD Economic Outlook no. 106 database as the primary source for most of our

variables. The only exceptions are the series for the wage compensations, the nominal interest

rates and the imports. The series for the wage compensation in Canada is taken from Statistics

Canada. The series for the wage compensation in the US is taken from the US FRED. The series

of the Canadian nominal interest rate is constructed using data from the IMF and the Bank of

Canada. The series of the US nominal interest is taken from the US FRED. The series of imports

for both countries are taken from the IMF (Direction of Trade Statistics).

For each country, to obtain the real variables, we deflate the nominal variables using the country-

specific GDP deflator.8 Then, for each country, the real variables are converted into per capita

terms by dividing for the country-specific working-age population.

Following Asimakopoulos et al. (2020), we assume that the productive government spending in-

cludes the expenditure with a substantial (physical or human) capital component, whereas the

unproductive spending category relates to government final wage and non-wage consumption ex-

8The only exception is the series of Canadian imports from the US. Since the original series is expressed in US
dollars, we use the US GDP deflator to deflate this series.
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penditures. Accordingly, government productive expenditure is composed of government fixed

capital formation, capital payments and government consumption of fixed capital. Unproductive

government spending corresponds to government final consumption expenditure. We also assume

that the series of government transfers is given by the social security benefits paid by the govern-

ment.

The detailed description of data construction and sources for the observed variables of the model

are reported in online Appendix B.

3.3 Model parameters

We choose to split the parameters into three different sets: the first corresponds to parameters

that are kept fixed and are set accordingly to the previous economic literature; the second set is

constructed from the observed data; and the third set is estimated with the MitISEM.

Fixed and calibrated parameters according to actual data. Table 5 presents the first set

of parameters which can be viewed as strict priors because they can be directly related to the

steady-state values and are not identifiable from the data we use. In order to set up the values

of these parameters, we follow the most recent DSGE literature. Moreover, we assume that these

parameters have the same values for both domestic and foreign countries. Thus, the following

parameters have subscript i, indicating i = {Canada, US}.

Table 5: Calibrated parameters according to the literature for the open-economy model

Full Name Symbol Value Source

Discount Factor βi 0.9960 Del Negro and Schorfheide (2008)

Depreciation Rate of Priv. Cap. δi 0.0250 Ann. Cap. Depr: 0.10

Intertemp. Elas. of Sub. 1
σc
i

0.2000 Jermann (1998)

Elast. Labour Supply σl
i 4.0000 Chetty et al. (2013)

S.S. Mark-up in Goods Market νpi 1.5000 Smets and Wouters (2007)

S.S. Mark-up in Lab. Market νwi 1.5000 Smets and Wouters (2007)

Goods Market Agg. Cur. ϑpi 10.0000 Smets and Wouters (2007)

Lab. Market Agg. Cur. ϑwi 10.0000 Smets and Wouters (2007)

Bond Intermediation Cost ϕbi 0.0001 Bodenstein et al. (2011)

Depreciation Rate of Gov. Cap. δgi 0.0050 Leeper et al. (2010b)

Priv. Cap. Share in Prod. αk
i 0.3000 Leeper et al. (2010b)

Pub. Cap. Share in Prod. αkg
i 0.1500 Asimakopoulos et al. (2020)

Notes: The table shows the parameter’s name (Full name), the acronym symbol (Symbol), the calibrated value
(Value) and the source of the parameter (Source). The subscript i = {Canada, US} indicates that the parameters
have the same values for both countries.
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We fix the discount factor (βi) in line with the value assumed by Del Negro and Schorfheide

(2008). As it is common in the literature, we assume a private capital depreciation rate (δi) that

implies an annual depreciation on capital of 0.10. We assume that the intertemporal elasticity of

substitution ( 1
σc
i
) corresponds to a coefficient of relative risk aversion equal to 5. This value of the

risk aversion is commonly used in the macroeconomic literature (see, for example, Asimakopoulos

et al., 2020 and Jermann, 1998). In line with previous macroeconomic models, we set up the

elasticity of labour supply (σli) equal to 4 (for a detailed survey, see Chetty et al., 2013). As in

SW, the steady-state mark-up in the labour market (νwi ) is equal to 1.5, and we assume that the

steady-state mark-up in the goods market (νpi ) is equal to 1.5 as well. Moreover, the curvature

parameters of the Kimball aggregators in the goods, (ϑpi ), and labour, (ϑwi ), market are both set at

10. We follow Bodenstein et al. (2011) and assume a value of 0.0001 for the parameter capturing

the curvature of the bond intermediation cost (ϕbi). As in Leeper et al. (2010a) and Asimakopoulos

et al. (2020), we assume that the depreciation rate for the government capital expenditure (δgi )

corresponds to 0.005. Moreover, we assume a value of the private capital share in the production

function (αk
i ) that is in line with the Leeper et al. (2010b) calibration. We set the parameter

indicating the public capital share in the production function (αkg
i ), which is in line with the

estimates of Asimakopoulos et al. (2020).

In Table 6, we report the second set of parameters that are constructed from the observed data of

Canada and the US. Once these parameters are computed, we hold them as fixed in order to estimate

the model. For both countries, the relative shares of productive and unproductive government

expenditures on GDP are computed as average ratios for the 1981-2019 period. Similarly, in each

country, the steady-state tax rates for capital and labour are obtained from average capital and

labour income tax rates, respectively, taken from our sample data. In each country, the share of

transfers over GDP has been computed residually from the government’s budget constraint using

the steady states reported above and the relative steady state of debt to output ratio, which is the

average annual debt to output ratio for the period under consideration.9

In the period 1981-2019, the Canadian imports of goods and services from the US accounted

for approximately 19% of Canadian GDP. During the same period, Canadian total imports were

divided into 82% consumption goods and 18% services approximately. On the other hand, the US

imports of goods and services from Canada accounted for approximately 2% of US GDP. US total

9During the period 1981-2019, the average shares of annual debt over output in Canada and the US are approxi-
mately 55% and 66%, respectively.
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Table 6: Calibrated parameters according to observed data of Canada and the US

Parameter Description Canada US

Unprod. Gov. Exp. / GPD
(Gu

1 )
SS

(Y d
1 )

SS = 0.210
(Gu

2 )
SS

(Y d
2 )

SS = 0.153

Prod. Gov. Exp. / GPD
(Gp

1)
SS

(Y d
1 )

SS = 0.069
(Gp

2)
SS

(Y d
2 )

SS = 0.073

Gov. Transfers / GDP (T1)
SS

(Y d
1 )

SS = 0.101 (T2)
SS

(Y d
2 )

SS = 0.117

S.S. Capital Tax Rate
(
τk1
)SS

= 0.341
(
τk2
)SS

= 0.228

S.S. Labour Tax Rate
(
τ l1
)SS

= 0.360
(
τ l1
)SS

= 0.259
Weight of Cons. in Tot. Imp. ωmc

1 = 0.223 ωmc
2 = 0.025

Weight of Services in Tot. Imp. ωmi
1 = 0.944 ωmi

2 = 0.095
Population Size ζ1= 0.099 ζ2= 0.901

Notes: The table shows the calibrated parameters according to actual data. We report the parameter values
(Parameter) for Canada and the US (see online Appendix A for a detailed description of the construction of several
parameters).

imports were divided into 83% consumption goods and 17% services approximately. By combining

these statistics, we are able to compute the steady-state parameters and determine trade flows

for Canada and the US: the parameters measuring the weight on imports in consumption (ωmc
1

and ωmc
2 , respectively), as well as the parameters capturing the weight on imports in investment

(ωmi
1 and ωmi

2 , respectively).10 Finally, from Table 6, we observe that the share of the Canadian

population on the sum of the population of the two countries corresponds approximately to 10%.

Prior distributions. Table 7 shows the third group that includes the endogenous parameters

for both Canada and the US and is estimated with the MitISEM. We choose priors that are the

same for both countries and are in line with previous literature. More specifically, we set the priors

for habit in consumption and Calvo probabilities for both wages and prices in accordance with

Del Negro and Schorfheide (2008). Our assumption on the prior for investment adjustment costs

follows Schmitt-Grohé and Uribe (2012). Moreover, we set the priors for indexation parameters of

both wages and prices that are in line with Cacciatore and Traum (2020).

Turning to the monetary policy rule, the prior for the degree of interest rate smoothing and

the priors for the long-run reaction coefficients of inflation and output are in line with those used

by Del Negro and Schorfheide (2008). Following Asimakopoulos et al. (2020), we set the prior of

the short-run coefficient of output as Gamma distributed with mean equal to 1.20 and standard

deviation of 0.05.

Focusing on the coefficients of the fiscal sector, our priors are in line with Asimakopoulos et al.

10See Online Appendix A for the full derivation of composite parameters.
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Table 7: Priors and posteriors for the endogenous parameters of the open-economy model

Canada US

Full Name Symbol Prior (Mean, St. Dev.) Mean [5%, 95%] Mean [5%, 95%]

Cons. Habit Pers. h B (0.70, 0.05) 0.38 [0.36, 0.41] 0.20 [0.17, 0.22]

Inv. Adjustment Cost φ
i

G (4.00, 1.50) 4.93 [4.91, 4.95] 7.52 [7.49, 7.55]
Calvo Wages Prob. ξw B (0.60, 0.20) 0.90 [0.88, 0.92] 0.87 [0.84, 0.90]
Calvo Prices Prob. ξp B (0.60, 0.20) 0.82 [0.80, 0.84] 0.87 [0.84, 0.89]
Degree of Wage Ind. ιw B (0.50, 0.15) 0.96 [0.94, 0.98] 0.63 [0.60, 0.65]
Degree of Price Ind. ιp B (0.50, 0.15) 0.97 [0.94, 0.99] 0.18 [0.16, 0.20]
Int. Rate Smoothing ρ B (0.50, 0.20) 0.41 [0.39, 0.44] 0.61 [0.58, 0.63]
T.R. Coef. on Inf. rπ G (2.00, 0.25) 1.81 [1.78, 1.83] 1.10 [1.08, 1.12]
T.R. L.R. Coef. on Y ry G (0.20, 0.10) 0.05 [0.03, 0.07] 0.03 [0.01, 0.05]
T.R. S.R. Coef. on Y r∆y G (1.20, 0.05) 0.47 [0.45, 0.49] 0.50 [0.48, 0.52]
τ l/Y Coef. ϕyl G (0.10, 0.05) 0.13 [0.11, 0.16] 0.20 [0.17, 0.23]
τk/Y Coef. ϕyk G (0.40, 0.20) 1.74 [1.70, 1.76] 2.62 [2.59, 2.65]
T/Y Coef. ϕyt G (0.10, 0.05) 0.09 [0.06, 0.11] 0.08 [0.06, 0.10]
τ l/B Coef. γbl G (0.05, 0.04) 0.51 [0.48, 0.54] 0.39 [0.37, 0.41]
τk/B Coef. γbk G (0.30, 0.15) 1.11 [1.09, 1.14] 0.50 [0.46, 0.53]
T/B Coef. γbt G (0.50, 0.20) 1.20 [1.17, 1.23] 3.85 [3.83, 3.87]
Gp/Y Coef. ϕyg

p

G (0.15, 0.05) 0.42 [0.39, 0.45] 0.51 [0.49, 0.53]
Gu/Y Coef. ϕyg

u

G (0.15, 0.05) 0.15 [0.13, 0.17] 3.52 [3.50, 3.54]
Gp/B Coef. γbg

p

G (0.40, 0.20) 0.02 [0.01, 0.04] 0.29 [0.29, 0.32]
Gu/B Coef. γbg

u

G (0.40, 0.20) 0.43 [0.41, 0.45] 0.02 [0.01, 0.03]

Cons. / Inv. Import Sub. El. 1+ρc

ρc = 1+ρi

ρi N (1.10, 0.10) 1.07 [1.07, 1.07] 1.01 [1.01, 1.01]

Notes: The table shows the posterior means and credible intervals for the 5th and 95th percentiles. We also report
the prior means and standard deviations of the endogenous parameters. Regarding the prior distributions of the
endogenous parameters, B, N and G stand for Beta, Normal and Gamma, respectively.

(2020). More specifically, the priors for the parameters of lump-sum transfers and labour tax rate

elasticities with respect to output are assumed to have Gamma distributions with the same mean

of 0.10 and the same standard deviation of 0.05. In addition, we assume that the prior for the

parameter of the capital tax rate elasticity with respect to output is Gamma distributed with mean

of 0.40 and standard deviation 0.20. Our assumed prior distributions for the responses of labour

income tax, capital tax and lump-sum transfers to government debt range approximately between 0

and 0.25, between 0 and 0.75, and between 0 and 1. We assume that the parameters that measure

the responses of productive and unproductive government expenditures to output have Gamma

distribution with mean of 0.15 and standard deviation of 0.05. Moreover, the priors for the param-

eters that indicate the responses of productive and unproductive government expenditures to debt

are Gamma distributed with mean of 0.40 and standard deviation of 0.20.

In the last row of Table 7, we focus on the choice of the prior for the elasticity of substitution

between domestic and foreign goods. Following Cacciatore and Traum (2020), we assume a prior

gamma distribution with mean equal to 1.10 and standard deviation equal to 0.10.

Table 8 shows the priors of the parameters related to all the exogenous processes in our model. Fol-

lowing Del Negro and Schorfheide (2008), we use beta distributions for the persistence parameters
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of the several shocks with prior mean values of 0.75 and prior standard deviations of 0.15. Finally,

we use inverse gamma distributions for standard errors of exogenous shocks with mean equal to

0.10 and standard deviation equal to 2.00. This prior characterization is in line with Herbst and

Schorfheide (2014).

Table 8: Priors and posteriors for the exogenous parameters of the open-economy model

Canada US

Full Name Symbol Prior (Mean, St. Dev.) Mean [5%, 95%] Mean [5%, 95%]

Investment Pers. ρi B (0.75, 0.15) 0.43 [0.40, 0.46] 0.69 [0.66, 0.72]
Imp. Pref. Pers. ρm B (0.75, 0.15) 0.94 [0.92, 0.96] 0.85 [0.82, 0.87]
Wage Mark-up Pers. ρw B (0.75, 0.15) 0.52 [0.50, 0.55] 0.79 [0.78, 0.82]
Price Mark-up Pers. ρp B (0.75, 0.15) 0.52 [0.50, 0.55] 0.15 [0.13, 0.17]
Productivity Pers. ρa B (0.75, 0.15) 0.89 [0.87, 0.92] 0.39 [0.36, 0.41]
Prod. Gov. Exp. Pers. ρgp B (0.75, 0.15) 0.79 [0.77, 0.82] 0.79 [0.77, 0.81]
Unprod. Gov. Exp. Pers. ρgu B (0.75, 0.15) 0.94 [0.92, 0.97] 0.91 [0.89, 0.94]
Gov. Transfers Pers. ρt B (0.75, 0.15) 0.70 [0.67, 0.72] 0.92 [0.89, 0.94]
Capital Tax Pers. ρk B (0.75, 0.15) 0.75 [0.73, 0.77] 0.91 [0.88, 0.94]
Labour Income Tax Pers. ρl B (0.75, 0.15) 0.54 [0.52, 0.57] 0.87 [0.85, 0.89]
Monetary Policy Pers. ρr B (0.75, 0.15) 0.14 [0.12, 0.16] 0.21 [0.19, 0.23]
Investment St. Err. σi IG (0.10, 2.00) 0.06 [0.04, 0.08] 0.17 [0.14, 0.20]
Imp. Pref. St. Err. σm IG (0.10, 2.00) 0.09 [0.07, 0.11] 1.08 [1.05, 1.10]
Wage Mark-up St. Err. σw IG (0.10, 2.00) 0.02 [0.01, 0.04] 0.14 [0.12, 0.16]
Price Mark-up St. Err. σp IG (0.10, 2.00) 0.03 [0.02, 0.05] 0.04 [0.03, 0.06]
Productivity St. Err. σa IG (0.10, 2.00) 0.19 [0.16, 0.21] 0.58 [0.56, 0.61]
Prod. Gov. Exp. St. Err. σgp IG (0.10, 2.00) 0.05 [0.04, 0.08] 0.03 [0.02, 0.04]
Unprod. Gov. Exp. St. Err. σgu IG (0.10, 2.00) 0.05 [0.03, 0.08] 0.03 [0.02, 0.04]
Gov. Transfers St. Err. σt IG (0.10, 2.00) 0.02 [0.01, 0.04] 0.05 [0.03, 0.07]
Capital Tax St. Err. σk IG (0.10, 2.00) 0.06 [0.04, 0.08] 0.04 [0.02, 0.05]
Labour Income Tax St. Err. σl IG (0.10, 2.00) 0.03 [0.02, 0.05] 0.02 [0.01, 0.03]
Monetary Policy St. Err. σr IG (0.10, 2.00) 0.03 [0.02, 0.04] 0.09 [0.07, 0.11]

Notes: The table shows the posterior means and credible intervals for the 5th and 95th percentiles. We also report
the prior means and standard deviations of the endogenous parameters. Regarding the prior distributions of the
endogenous parameters, B and IG stand for Beta and Inverse Gamma, respectively.

3.4 Estimation results

Table 7 shows the posterior mean estimates for the endogenous parameters with the relative cred-

ible intervals for the 5th and 95th percentiles. In general, the parameters are strongly identified

with tight posterior distributions.11

The posterior means of consumption habit for Canada (h1) and the US (h2) correspond to 0.38

and 0.20, respectively. Our results are close to previous microeconometric studies that assessed

the presence of habit formation. In this regard, Fuhrer (2000) has unveiled a puzzle arising from

the different estimates of habit formation among microeconometric and macroecometric studies.

The former papers generally tend to find a much lower degree of habit formation than the latter

11In online Appendix C, we show all the prior and posterior density functions for the estimated parameters.
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studies.12 Therefore, the estimated values of the habit formation parameters obtained from our

macroeconomic model seem to reconcile with previous microeconometric literature. Focusing on

the investment adjustment cost, our estimated values of φi
1 for Canada and the US are in line with

the values found by Cacciatore and Traum (2020).

In terms of nominal rigidities, our estimates indicate that wages and prices are sticky in Canada

and the US. As we will see in the next section, this result is important for the effects of government

spending shocks on private consumption. The posterior mean estimates of the Calvo wage setting

probabilities for Canada (ξw1 ) and the US (ξw2 ) are higher than our assumed priors. Our results

show that the probability of optimally resetting nominal wages in Canada is approximately 0.10

and in the US is approximately 0.13. Similarly, the estimated means of the Calvo price setting

probabilities for Canada (ξp1) and the US (ξp2) are higher than their priors. This implies that the

Calvo readjustment probability for Canada is approximately 0.18, whereas for the US it is approx-

imately 0.13.13 Turning to the posterior estimates of wage and price indexations, the mean values

of Canada are higher than those found by Cacciatore and Traum (2020), whereas those for the US

fall within the ranges of values found by Smets and Wouters (2007) and Del Negro and Schorfheide

(2008).

Focusing on our estimates of the monetary policy reaction functions, the posterior mean of the

reaction coefficient to inflation is estimated to be higher in Canada than in the US. In both coun-

tries, the nominal interest rate reacts much less strongly to the output gap in the long-run than in

the short-run. The posterior of the degree of interest rate smoothing is higher in the US than in

Canada.

Now we focus on the estimated posteriors of the fiscal rule parameters. In both countries, we ob-

serve that the capital tax response is much more procyclical than the labour tax response. For both

Canada and the US, capital tax responds more strongly than labour tax to changes in government

debt.14 Our estimated results are in line with many studies in the optimal fiscal policy literature

for the US economy (see, for example, Barro, 1979; Chari et al., 1994; Angelopoulos et al., 2015).

In addition, our estimates indicate that, in both Canada and the US, lump-sum transfers respond

more strongly to changes in the debt-to-output ratio than to output deviations. This result implies

that non-distortionary taxation is the preferred option to stabilize debt in both Canada and the

12For example, Dynan (2000) found no evidence of habit formation for the US economy.
13Our estimated values of ξw1 and ξp1 are higher than the values found by Cacciatore and Traum (2020) for Canada,

whereas our estimated posteriors for ξw2 and ξp2 are in line with those found by Del Negro and Schorfheide (2008) for
the US.

14The estimated response of capital tax to government debt is particularly strong in Canada.
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US.

Focusing on the two different types of government expenditure, we observe important differences

between Canada and the US. In particular, our estimated results show that, in Canada, the pro-

ductive government spending has a stronger response to changes in output than unproductive

expenditure (0.42 and 0.15, respectively). The opposite result is found for the US. Moreover, in

Canada, productive government expenditure responds less strongly than unproductive government

spending to debt variations (0.02 and 0.43, respectively). On the contrary, our posterior estimates

for the US show that γbg
p

2 is higher than γbg
u

2 .15

The posterior estimates of the elasticity between domestic and foreign goods for both Canada and

the US are very close to unity. Accordingly, our findings are line with the estimated values by

Cacciatore and Traum (2020).16

Turning to the exogenous shocks, Table 8 shows the estimated posteriors for the autocorrelation

coefficients and standard errors of all the exogenous processes, together with their credible intervals

for the 5th and 95th percentiles.

In general, all the exogenous disturbances seem to be well identified with tight posterior distribu-

tions. Focusing on AR(1) processes, the shocks to all taxes are less persistent in Canada than in

the US. On the other hand, both productive and unproductive government spending shocks are

as persistent in Canada as in the US. Notable differences in estimated persistence also relate to

investment and productivity shocks, with the former higher in the US, whereas the latter is higher

in Canada.

Finally, our posterior estimates show that Canada and the US have similar estimated volatilities.17

Focusing on Canada, we note that productivity and import preferences shocks are the most volatile

shocks. Focusing on the US, we observe that monetary policy, productivity, investment, and wage

mark-up shocks are more volatile than the remaining shocks.18

3.5 Impulse response analysis

Now we focus on some impulse response functions for the estimated model. In particular, we analyze

the IRFs related to productive and unproductive government spending shocks for the home country,

15Our results for the estimated parameters of the two types of spending for the US confirm the findings by
Asimakopoulos et al. (2020), although with a different magnitude in the posterior means.

16The values of our estimated parameters are slightly lower than those found by Cacciatore and Traum (2020) for
the substitutability of home and foreign between Canada and the US.

17The exception relates to the monetary policy shock that is estimated to be much more volatile for the US economy.
18In Online Appendix E, we show the historical decomposition for the Canadian GDP. This figure gives a quarter

by quarter dissection about the importance of the different shocks.
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i.e., Canada. The lines displayed in the various charts are generated by the mean estimates of the

posterior distributions. In each figure, we show the impulse responses following a 1% exogenous

positive shock to domestic productive and unproductive government spending.19 In Figures 3 and

4, we include two lines: i) the solid line representing the model with nominal rigidities; ii) the

dashed line indicating the model with flexible prices and wages (without nominal rigidities).20

Productive government expenditure. Figure 3 shows that in both models, with and with-

out nominal rigidities, a positive shock to domestic productive government spending induces an

increase in domestic output for all periods. Moreover, hours worked rise in response to this shock.

Importantly, we observe that domestic private consumption behaves differently in the model with

nominal rigidities with respect to the model with flexible prices and wages. In the former case,

private consumption increases, whereas in the latter case it decreases. The response of private con-

sumption depends on the reaction of the domestic wage rate. In the model with nominal rigidities,

the domestic wage rate increases, whereas the opposite occurs in the economy without nominal

rigidities. The intuition behind this result is the following. An increase in productive government

spending leads to a rise in aggregate demand, as well as an increase in the marginal product of

labour. In turn, this implies that labour demand rises. At the same time, higher future distor-

tionary taxes imply a negative wealth effect on the households that increase their labour supply.

The net effect on wages and consumption depends on whether labour demand or labour supply

rises more. With nominal rigidities, firms cannot adjust prices, but have to satisfy higher demand,

so they increase their labour demand by more than in the model with no nominal rigidities.

In the model with nominal rigidities, the increase in domestic productive government spending in-

duces an increase in the domestic firms’ marginal cost and inflation. In particular, we note that the

ratio of the price over the marginal cost decreases following the productive spending shock because

marginal cost increases more than inflation. This effect, in turn, puts an additional upward pressure

on prices. The central bank responds to the increase in inflation by raising the nominal interest rate.

19Qualitatively the results of the IRFs are the same if we use the estimated standard deviation of the shocks
instead of the simulated 1% standard deviation. We simply normalize the shock to the economy to be 1% to ease
the comparison of the impulse responses between the two cases of domestic productive and unproductive government
spending. In online Appendix D, we present the estimated impulse responses together with the confidence intervals.

20As in Smets and Wouters (2007), the model with flexible prices and wages is obtained by removing nominal
rigidities, as well as price and wage mark-up shocks from the model with rigid prices and wages. In online Appendix
A, we report the equations for the flexible-price-and-wage version of the model.
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Focusing on the domestic fiscal sector, we note that both capital and labour taxes increase

in response to the shock, whereas government transfers decline. However, these effects fund only

partially the exogenous increase in public spending and, as a consequence, public debt increases.

Turning to the external sector, the real exchange rate appreciates in response to the productive

government shock, whereas net exports decline on impact, but then they increase over time. As

argued by Born et al. (2013), previous literature has not found an agreement about the sign of the

response of the trade balance to government spending shocks. For example, Monacelli and Perotti

(2010) and Corsetti et al. (2012) have shown that expansionary fiscal measures worsen the trade

balance. On the other hand, Kim and Roubini (2008), Müller (2008) and Ilzetzki et al. (2013)

found an improvement in the trade balance in response to expansionary fiscal shocks. Our results

indicate an increase in the relative price of domestic goods. This has a positive effect on the trade

balance through the value and the risk sharing channels. In particular, the value channel implies

that the value of exports increases, and the value of imports falls when domestic goods become

more expensive relative to foreign goods. Moreover, the risk sharing channel implies that resources

are transferred from the home to the foreign country, i.e., for the foreign country, imports are larger

than exports. These value and risk sharing channels prevail on the substitution channel and induce

an increase in the domestic trade balance.21

Our findings are in line with theoretical models that are able to generate the crowding-in effect of

private consumption in response to an increase in government spending in an open-economy setting

(see, for example, Erceg et al., 2005 and Born et al., 2013). With respect to these studies, we do not

need to include rule-of-thumb consumers in our model. In our case, the two key elements that lead

to a positive reaction in private consumption are an increase in productive spending and nominal

rigidities.

Focusing on the response of the real exchange rate to higher government spending, previous liter-

ature has found mixed results. Our findings are in line with most standard models. According to

the Mundell-Fleming model, under a flexible exchange rate regime, an increase in domestic gov-

ernment spending induces the domestic nominal interest rate to rise. In turn, a higher domestic

nominal interest attracts capital inflows, and the domestic currency appreciates. In line with these

predictions, Backus et al. (1994) used a two-country real business cycle model and found an appre-

ciation of the real exchange rate in response to a positive government spending shock. Monacelli

and Perotti (2010) developed a small open-economy new Keynesian model and showed that higher

21The substitution channel implies a switch of expenditure from domestically produced goods to foreign goods.
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government spending appreciates the real exchange rate.

Unproductive government expenditure. As we can see from Figure 4, following the domestic

unproductive government spending shock, the reactions of domestic output and hours worked are

again positive.

We also note that domestic unproductive public spending exhibits higher persistence compared to

domestic productive public spending. This causes a different reaction in the fiscal rules with domes-

tic labour and capital taxes that remain high for a longer period, whereas lump-sum transfers keep

decreasing over time. As a consequence, the response of domestic debt is much higher compared

to the case of productive spending.

Importantly, we observe that the response of domestic real wage is negative, inducing a crowding-

out effect on domestic consumption. This is the classical crowding-out effect on private consumption

because the persistent high taxes cause a significant negative wealth effect on consumers.

The responses of domestic firms’ marginal cost, inflation and nominal interest rate have similar

patterns to those observed in response to a productive government spending shock, yet stronger

magnitude. Focusing on the external sector, the real exchange rate appreciates, and the trade

balance improves for all the periods considered. For both the responses of the real exchange rate

and the trade balance, the same transmission mechanisms that we described for the productive

government spending shock apply in this case.

To conclude, our results show that unproductive government spending has a negative effect on

private consumption. This confirms the prediction of standard RBC models, in which an increase

in government spending lowers the present value of after-tax income, thus generating a negative

wealth effect that induces a cut in consumption (see, for example Aiyagari et al., 1992; Baxter

and King, 1993; Christiano and Eichenbaum, 1992). In this regard, we extend the findings of

Asimakopoulos et al. (2020) to an open economy setting, who found that, in a closed economy

model, an increase in unproductive government spending induces a crowding-out effect on private

consumption even in the presence of nominal rigidities. Finally, our results contribute to previous

literature by showing that, regardless of the component of the public spending that increases, there

is a real appreciation of the exchange rate.
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3.6 Government spending multipliers

Now we turn to the analysis of multipliers for the two types of government spending. We construct

the present-value multipliers following Leeper et al. (2010b). In particular, we have that:

k∑
i=0

 i∏
j=0

r−1
1,t+j

∆Xd
1,t+i

k∑
i=0

 i∏
j=0

r−1
1,t+j

∆Gc
1,t+i

(19)

where Xd
1,t+i can denote either domestic output (Y d

1,t+i) or domestic consumption (Cd
1,t+i). More-

over, Gc
1,t+i can represent either productive (Gp

1,t+i) or unproductive government spending (Gu
1,t+i).

In equation (19), ∆Xd
1,t+i and ∆Gc

1,t+i indicate the relative level changes of the variables with re-

spect to their steady-state values. Finally, the discount factor (r1) represents the real interest rate

for the domestic economy.

Table 9 shows the cumulative present-value multipliers for output and consumption based on the

mean estimates of our estimated model. The parameter k determines the period in quarters. We

present the results on the impact of the exogenous shock, together with the results for 1 year ahead,

3 years ahead and for the infinite horizon case (k = 1, 000). In addition, we compute the minimum

and the maximum value of the respective multipliers.

Our results indicate that output multipliers for the domestic economy are larger in the presence of

nominal rigidities than when prices and wages are fully flexible. We find present-value multipliers

for output that are within the range of estimated values by Owyang et al. (2013) for the Canadian

economy. We contribute with respect to previous literature by showing that output present-value

multipliers are higher in response to productive government spending shocks than unproductive

government expenditure shocks. In the case of the economy without rigidities to prices and wages,

we find present-value multipliers for output that are in line with previous empirical studies on

OECD countries (see, for example, Corsetti et al., 2012 and Alesina et al., 2018).

We also investigate consumption present-value multipliers for the domestic economy. In the pres-

ence of nominal rigidities, these multipliers assume opposite values in response to productive and

unproductive government spending shocks. In the case of a positive shock to productive government

expenditure, present-value multipliers for consumption are positive both in short-run and in the

long-run. On the other hand, in response to a positive shock to unproductive government spending,
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Table 9: Present-value multipliers for output and consumption under productive and unproductive government
spending shocks

Multiplier Impact 1-yr 3-yrs ∞ [min, max ]

Domestic Economy with Nominal Rigidities

Productive Government Spending Present-Value Multipliers
∆Y d

1,t+i

∆Gp
1,t+i

1.034 0.995 0.945 0.823 [0.820,1.034]

∆Cd
1,t+i

∆Gp
1,t+i

0.021 0.021 0.024 0.025 [0.019,0.025]

Unproductive Government Spending Present-Value Multipliers
∆Y d

1,t+i

∆Gu
1,t+i

0.841 0.673 0.507 0.078 [0.078,0.841]

∆Cd
1,t+i

∆Gu
1,t+i

-0.053 -0.134 -0.196 -0.364 [-0.364,-0.053]

Domestic Economy without Nominal Rigidities

Productive Government Spending Present-Value Multipliers
∆Y d

1,t+i

∆Gp
1,t+i

0.184 0.107 0.019 -0.155 [-0.155,0.184]

∆Cd
1,t+i

∆Gp
1,t+i

-0.080 -0.081 -0.077 -0.075 [-0.082,-0.075]

Unproductive Government Spending Present-Value Multipliers
∆Y d

1,t+i

∆Gu
1,t+i

0.206 0.131 0.029 -0.405 [-0.405,0.206]

∆Cd
1,t+i

∆Gu
1,t+i

-0.273 -0.318 -0.358 -0.528 [-0.528,-0.273]

Notes: The table shows the cumulative present-value multipliers for output and consumption based on the esti-
mated model where Y d

1,t+i denotes domestic output, Cd
1,t+i represents domestic consumption, Gp

1,t+i is the productive
government spending, Gu

1,t+i is the unproductive government spending and ∆s indicate the relative level changes of
the variables with respect to their steady-state values.

present-value multipliers for consumption assume negative values for all the period considered.

Turning to the case of the economy with flexible prices and wages, consumption present-value mul-

tipliers have negative values irrespective to type of government spending shock. Since firms can

immediately adjust their prices in response to the government spending shock, the shift in labour

demand is weaker than the one in labour supply. Accordingly, the wage rate falls. In this case, a

positive shock to productive spending is not enough to induce an increase in domestic consump-

tion. Finally, we observe a stronger fall in consumption in response to an unproductive government

spending shock.

The role of trade openness following productive and unproductive government spend-

ing shocks. As a robustness exercise, we assess how an increase in both productive and unpro-

ductive government spending affect output and consumption present-value multipliers, assuming

different values for the prior of the elasticity of substitution between domestic and foreign goods

(1+ρx

ρx , where x = c, i).
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Table 10 reports the comparison between the cumulative present-value multipliers of the bench-

mark model with a model that has a high elasticity of substitution between domestic and foreign

goods (implying a larger trade openness) and a model that presents a low elasticity of substitution

between domestic and foreign goods (implying a smaller trade openness).22

Overall, our results show that the degree of trade openness plays an important role in the trans-

Table 10: Present-value multipliers for output and consumption under productive and unproductive government
spending shocks

Benchmark Large Trade Openness Small Trade Openness
Multiplier 1-yr 3-yrs ∞ 1-yr 3-yrs ∞ 1-yr 3-yrs max

Domestic Economy with Nominal Rigidities

Productive Government Spending Present-Value Multipliers
∆Y d

1,t+i

∆Gp
1,t+i

0.995 0.945 1.034 1.007 1.057 1.058 0.978 0.923 1.028

∆Cd
1,t+i

∆Gp
1,t+i

0.021 0.024 0.025 0.031 0.050 0.057 0.017 0.020 0.021

Unproductive Government Spending Present-Value Multipliers
∆Y d

1,t+i

∆Gu
1,t+i

0.673 0.507 0.841 0.699 0.571 0.797 0.661 0.496 0.834

∆Cd
1,t+i

∆Gu
1,t+i

-0.134 -0.196 -0.053 -0.106 -0.155 -0.053 -0.139 -0.201 -0.057

Domestic Economy without Nominal Rigidities

Productive Government Spending Present-Value Multipliers
∆Y d

1,t+i

∆Gp
1,t+i

0.107 0.019 0.184 0.090 0.017 0.150 0.108 0.019 0.187

∆Cd
1,t+i

∆Gp
1,t+i

-0.081 -0.077 -0.075 -0.088 -0.083 -0.078 -0.081 -0.076 -0.075

Unproductive Government Spending Present-Value Multipliers
∆Y d

1,t+i

∆Gu
1,t+i

0.131 0.029 0.206 0.120 0.025 0.182 0.132 0.029 0.208

∆Cd
1,t+i

∆Gu
1,t+i

-0.285 -0.330 -0.273 -0.302 -0.337 -0.292 -0.284 -0.329 -0.271

Notes: The table shows the cumulative present-value multipliers for output and consumption based on the esti-
mated model where Y d

1,t+i denotes domestic output, Cd
1,t+i represents domestic consumption, Gp

1,t+i is the productive
government spending, Gu

1,t+i is the unproductive government spending and ∆s indicate the relative level changes of
the variables with respect to their steady-state values.

mission of productive and unproductive government spending shocks on consumption and output.

Focusing on the economy with nominal rigidities, we observe that output and consumption present-

value multipliers are larger when the degree of trade openness is higher. On the contrary, with a low

elasticity of substitution between domestic and foreign goods we have smaller values for output and

consumption present-value multipliers. These results are consistent with both types of government

spending shocks.

Turning to the economy with flexible prices and wages, we observe that present-value multipliers

show striking differences with respect to the previous case. In particular, we note that in response

22In the benchmark model, 1+ρx

ρx
is equal to its estimated value. In the model with larger trade openness we assume

1+ρx

ρx
= 2.43, whereas in the model with smaller trade openness we assume 1+ρx

ρx
= 1.00.
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to a positive government spending shock, a larger degree of openness implies lower output and con-

sumption present-value multipliers. Again, this outcome is consistent with each type of government

spending shock.

In line with Cacciatore and Traum (2020), our results indicate that the degree of trade openness

matters in terms of propagation of government spending shocks. In particular, when the economy

presents nominal rigidities, we observe higher output and consumption multipliers when the elas-

ticity of substitution between domestic and foreign goods is larger. The opposite is true in the case

of the economy with flexible prices and wages.

4 Conclusions

In this paper, we introduced a new adaptive methodology for DSGE estimation. Our estimation

procedure is based on the Mixture of (Student’s) t by Importance Sampling (IS) weighted Expec-

tation Maximization (EM). The algorithm applies IS to compute the unknown posterior density

by a mixture of Student’s t densities and adapts parameters to the most recent IS draws via an

EM step. The algorithm can be easily parallelized and does not require tuning parameters for the

user. Moreover, it is flexible and can handle different unknown and complex forms in a reasonable

computing time.

We performed simulation exercises on two workhorse DSGE models, namely the small new Key-

nesian model (Woodford, 2003) and the Smets and Wouters (2007) model. Our results provide

evidence on how the MitISEM achieves identification of posterior distributions in several cases in-

cluding bimodality.

We also applied the MitISEM in order to estimate an open economy DSGE model encompassing

international trade between Canada and the US. Our findings show that, in the presence of nominal

rigidities, an increase in productive spending generates a crowding-in on domestic private consump-

tion, whereas unproductive spending induces a fall in domestic private consumption. Moreover, we

find that irrespective of the type of government expenditure, an increase in public spending for the

domestic economy induces an exchange rate appreciation and an improvement in the trade balance.

We also analysed present-value multipliers for domestic consumption and output. Such multipliers

are larger in the presence of nominal rigidities than when prices and wages are fully flexible. Our

findings also indicate that consumption multipliers are positive only in the presence of nominal

rigidities and in response to productive government spending shocks. We also show that the de-
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gree of trade openness matters in terms of transmission channels of productive and productive

government spending shocks on the economy. With nominal rigidities, we have higher output and

consumption multipliers when the degree of openness is larger. The opposite result is found in the

case of the economy with flexible prices and wages.
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Adolfson, M., Laséen, S., Lindé, J., and Villani, M. (2007). Bayesian Estimation of an Open

Economy DSGE Model with Incomplete Pass-Through. Journal of International Economics,

72:481–511.
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Appendix

This Appendix describes the MitISEM scheme.The main objective of the MitISEM is to provide an

automatic and flexible method to construct a candidate density minimizing the Kullback-Leibler

divergence between two densities: the target density, and the candidate density. To construct a

good candidate, a mixture of Student’s-t that efficiently cover the target density is estimated. The

modes, scales, degrees of freedom and mixing probabilities are quickly optimized using the impor-

tance sampling (IS) weighted expectation maximization (EM) method.

Let us define f(θ|y) as the target density kernel of θ, the k-dimensional vector of interest condition-

ing on the data. To simplify the notation, we use f(θ). Let g(θ) be a candidate density, a mixture

of H Student-t densities such that:

g(θ) = g (θ|µh,Σh, νh) =
H∑

h=1

ηhtk (θ|µh,Σh, νh) , (30)

where µh is a location parameter, Σh is a scale matrix, and νh is the degrees of freedom. Finally,

ηh is the mixing probability of the k-dimensional Student-t components with density:

tk(θ|µh,Σh, νh) =
Γ
(
νh+k

2

)
Γ
(
νh
2

)
(πνh)k/2

|Σh|−1/2

(
1 +

(θ − µh)
⊤Σ−1

h (θ − µh)

νh

)−(k+νh)/2

(31)

with h = 1, . . . ,H and Σh is positive definite, ηh ≥ 0 and
∑H

h=1 ηh = 1. The νh is restricted to be

νh ≥ 0.01.

The MitISEM relies on the iterative construction of a mixture of Student-t as the candidate density,

minimizing the Kullback-Leibler divergence between target and candidate densities. All the param-

eters (µh,Σh, νh, ηh) are optimized jointly using an EM algorithm. This implies a large reduction

in computational time and a better candidate in most applications.

The EM algorithm (Dempster et al., 1977) is a method for achieving the maximum likelihood es-

timates of parameters θ in models with incomplete data or latent variables. If the latent variables

were observable, the computation of the maximum likelihood estimate of θ would be relatively

straightforward, depending on the degree of nonlinearity of the first order conditions. The idea

behind EM is to take the expectation of the objective function, in most cases the log-likelihood

function, with respect to the latent variables. The expectation of the log-likelihood function is

then maximized with respect to the model parameters. In many models, expectations of the latent
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variables depend on the model parameters θ, hence the two steps are repeated until convergence.

In the MitISEM, the EM is used to find the optimal mixture of Student-t densities for a given set of

draws from a previous candidate (and their corresponding weights). We apply an IS-weighted EM

algorithm to these candidate draws instead of a regular EM algorithm to posterior draws (obtained

by applying the Metropolis-Hastings method to these candidate draws), since the former has three

advantages. Firstly, we do not require a burn-in sample. Secondly, the use of all candidate draws

(without the rejections of the MH method) helps to prevent numerical problems with estimating

scale matrices of Student-t components; also, draws with relatively small, yet positive importance

weights, are helpful for this purpose. Thirdly, the use of all candidate draws may lead to a better

approximation.

Following Hoogerheide et al. (2012), the EM algorithm with IS weights is given by:

z̃ih ≡ E
[
zih

∣∣∣θi, µ(l−1)
h ,Σ

(l−1)
h , ν

(l−1)
h

]
=

tk
(
θi|µh,Σh, νh

)
ηh∑H

j=1 tk (θ
i|µj ,Σj , νj) ηj

, (32)

z̃/w
i

h ≡ E

[
zih
wi
h

∣∣∣∣ θi, µ(l−1)
h ,Σ

(l−1)
h , ν

(l−1)
h

]
= z̃ih

k + νh
ρih + νh

, (33)

ξih ≡ E
[
logwi

h

∣∣∣θi, µ(l−1)
h ,Σ

(l−1)
h , ν

(l−1)
h

]
=

=

[
log

(
ρih + νh

2

)
− ψ

(
k + νh

2

)]
z̃ih +

[
log
(νh
2

)
− ψ

(νh
2

)]
(1− z̃ih), (34)

δih ≡ E

[
1

wi
h

∣∣∣∣ θi, µ(l−1)
h ,Σ

(l−1)
h , ν

(l−1)
h

]
=

k + νh
ρih + νh

z̃ih + (1− z̃ih), (35)

where i are the draws; ρih ≡ (θi − µh)
⊤Σ−1

h (θi − µh); ψ(·) is the digamma function (the derivative

of the logarithm of the gamma function log Γ(·)); µ(l−1)
h ,Σ

(l−1)
h , ν

(l−1)
h , η

(l−1)
h are the parameters

optimized in the previous (l − 1) EM step.

Given the expectation of the latent variables in equation (32) to (35), the parameters of each

mixture component are updated using the first order conditions of the expectation of the objective

function in the maximization step:

µ
(l)
h =

[
N∑
i=1

W i z̃/w
i

h

]−1 [ N∑
i=1

W i z̃/w
i

h θ
i

]
, (36)

Σ̂
(l)
h =

∑N
i=1W

i z̃/w
i

h

(
θi − µ

(l)
h

)(
θi − µ

(l)
h

)⊤
∑N

i=1W
i z̃ih

, (37)

η
(l)
h =

∑N
i=1W

i z̃ih∑N
i=1W

i
. (38)
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where W i ≡ f(θi)/g0(θ
i) are the IS weights.

Finally, ν
(l)
h is solved from the first order condition of νh:

− ψ(νh/2) + log(νh/2) + 1−
∑N

i=1W
i ξih∑N

i=1W
i

−
∑N

i=1W
i δih∑N

i=1W
i

= 0. (39)

The MitISEM optimizes the degrees of freedom parameter νh during the EM procedure to obtain a

better approximation of the target density. Furthermore, the resulting values of νh (h = 1, . . . ,H)

may provide information on the shape, e.g., kurtosis of the target distribution.

MitISEM: Detailed algorithm

The MitISEM approach for obtaining an approximation to a target density:

(1) Initialization: Simulate draws θ1, . . . , θN from a ‘naive’ candidate distribution with density

gnaive, which is obtained as follows. Firstly, we simulate candidate draws from a Student-

t distribution with density gmode, where the mode is taken equal to the mode of the target

density and scale matrix equal to minus the inverse Hessian of the log-target density (evaluated

at the mode), and where the degrees of freedom are chosen by the user. Secondly, the mode

and scale of gmode are updated using the IS weighted EM algorithm, from equations (32) to

equation (38). Note that gnaive is already a more advanced candidate than the commonly

used gmode; gmode typically yields a substantially worse numerical efficiency than gnaive.

(2) Adaptation: Estimate the target distribution’s mean and covariance matrix using IS with

the draws θ1, . . . , θN from gnaive. Use these estimates as the mode and scale matrix of Student-

t density gadaptive. Draw a sample θ1, . . . , θN from this adaptive Student-t distribution with

density g0 = gadaptive, and compute the IS weights (W i) for this sample.

(3) Apply the IS-weighted EM algorithm given the latest IS weights (W i) and the drawn

sample of step (1). The output consists of the new candidate density g with optimized

µh,Σh, νh, ηh for h = 1, . . . ,H. Draw a new sample θ1, . . . , θN from the distribution that

corresponds with this proposal density and compute corresponding IS weights (W i).

(4) Iterate on the number of mixture components: Given the current mixture of H compo-

nents with corresponding µh,Σh, νh and ηh for h = 1, . . . ,H, take x% of the sample θ1, . . . , θN
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that correspond to the highest IS weights. Construct a new mode µH+1 with these draws

and IS weights and scale matrix ΣH+1, which are the starting values for the additional com-

ponent in the mixture candidate density. This choice ensures that the new component covers

a region of the parameter space in which the previous candidate mixture had relatively too

little probability mass. Given the latest IS weights and the drawn sample from the current

mixture of H components, apply the IS-weighted EM algorithm to optimize each mixture

component µh,Σh, νh and ηh with h = 1, . . . ,H +1. Draw a new sample from the mixture of

H + 1 components and compute the corresponding IS weights.

(5) Assess convergence of the candidate density’s quality by inspecting the IS weights

and return to step (3) unless the algorithm has converged.

Cappé et al. (2008) note that there is a renewed interest in IS, due to the possibility of parallel

processing implementation. Numerical efficiency in sampling methods is not only related to the

efficient sample size or relative numerical efficiency, but also to the possibility of performing the

simulation process in a parallel fashion. Unlike alternative methods, such as the Random Walk

Metropolis or the Gibbs Sampler, IS makes use of independent draws from the candidate density,

which in turn can be obtained from multicore CPUs or GPUs. See Durham and Geweke (2011) for

a very novel approach. The GPU implementation of MitISEM has been explored in Baştürk et al.

(2016).
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