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Abstract

The U.S. bank branch network has been contracting since the 2010s, limiting the

access of self-employed borrowers to credit institutions. This paper analyzes this decline

in the ability to obtain financing as a potential explanation for the decrease in U.S. self-

employment. To evaluate the impact of the bank branch closings, I use a shift-share

research design to assess self-employment exits using zip code variation in preexisting bank

market shares. I disaggregate the self-employed into two categories: entrepreneurs whose

businesses depend on business loans (incorporated self-employed) and other self-employed

individuals (unincorporated self-employed). Using a Community Advantage Panel Survey,

I find that the proximity of credit market institutions has heterogeneous effects on self-

employment exits. Branch closings lead to the decline of incorporated business owners and

do not affect unincorporated businesses. However, these effects are short-term (dissipating

within a year since the shock) and very localized (within seven miles).

Keywords: Self-Employment, Access to Credit Market, Labor Mobility
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1 Introduction

Establishing new businesses primarily relies on the availability of credit market institutions

(Petersen and Rajan (1994), Bates and Robb (2013), and Fracassi et al. (2013)). However, over

the past two decades, the U.S. banking industry has undergone significant changes. Notably, the

number of bank branches has declined, with most of these closures occurring in the recent decade

(Fee and Tiersten-Nyman (2022)). This shift, largely driven by technological advancements and

the evolution of the banking industry, has transformed lending practices, enabling lenders to

remotely verify borrowers’ credentials, assess risk, and monitor loan repayments. While this

change has created a more competitive environment for lenders and more options for borrowers,

there are several downsides.

The acceleration in the reduction of the bank branch network (Figure 1) has also increased

the average distance between borrowers and lenders (Fee and Tiersten-Nyman (2022), Agarwal

and Hauswald (2010), DeYoung et al. (2008); author’s calculations in Figure 2), changing the

nature of traditional local banking relationships.1 As the distance increases, lenders might
1For instance, Berger et al. (2005) note the traditional role of smaller, community-based banks in local

lending and their importance to local communities. Boot (2000) explores the concept of relationship banking,

which emphasizes the importance of close, local interactions between banks and their clients.
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struggle with assessing local economic conditions, borrower reliability, or collateral value. This

reassessment might result in a higher perceived risk and potentially higher interest rates for

borrowers.

Moreover, the lack of personal relationships between borrowers and lenders could lead to

less flexibility during financial difficulties. Recent research indicates that the physical prox-

imity of bank branches could promote entrepreneurship (Nguyen (2019)). This is attributed

to the borrowing process for small-scale entrepreneurs, such as the self-employed, as it is still

informationally intensive, with credit approvals primarily relying on soft information about the

borrower (DeYoung et al. (2008)). In other words, a physical presence during a loan transaction

continues to play an essential role in obtaining financing, and the reduced credit market access

may negatively affect entrepreneurship.

In light of these changes, this paper examines the contraction of the U.S. bank branch

network between 2004 and 2014 and its impact on self-employed borrowers. The empirical

approach leverages a quasi-experimental setting, exploiting the spatial and temporal variation

in branch closures across the United States. I am particularly interested in the potential supply

shocks induced by branch closures, independent of changes in local demand for credit services.

To isolate the supply shock, I use a statistical method to untangle changes in bank numbers,

figuring out how much is due to banks’ own decisions (supply) and how much is due to people’s

preferences (demand). Second, I construct a zip-code-year level measure of predicted supply

shock, capturing the change in bank availability weighted by individual bank market shares.

The large number of branch closures corresponds to a more severe supply shock. This measure

incorporates the specific banks operating in each area and their relative share, providing a

nuanced picture of the potential credit disruption self-employed borrowers face. By linking this

supply shock measure to individual-level data on self-employment exits, I utilize a difference-

in-differences framework with area-fixed effects to identify the impact of supply shock on the

number of self-employed individuals relative to areas not experiencing closures. This isolates

the net effect of reduced bank availability from local demand-driven changes.

My approach is grounded in the framework of Levine and Rubinstein (2017), in which

individuals are split into two types based on their business’s incorporation status—incorporated

or unincorporated.2 The authors show crucial differences between these two groups, suggesting
2The classification of businesses as entrepreneurial based on their legal structure is rooted in the theory

proposed by Levine and Rubinstein. They argue that the key attributes of a corporation, notably limited lia-

bility and a separate legal identity, are especially beneficial for initiating sizeable projects, carrying high risk,

and demanding outside financing. Levine and Rubinstein maintain that business experts are drawn to larger,
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that incorporated businesses better represent entrepreneurship than the broader category of

the self-employed demographic. While Levine and Rubinstein use volatility in home wealth to

indicate credit condition fluctuations, I use a measure of local credit supply shocks. Notably,

the findings highlight a fascinating heterogeneous impact: downturns in local banking markets

cause those who run incorporated self-employed businesses to shut down, while unincorporated

businesses remain largely unaffected.

The paper proceeds in two parts. In the first part, I discuss testable implications from an in-

tuitive theoretical model that captures the role of local lending supply shocks in individual labor

market decisions. The model is a three-sector Roy model based on Evans and Jovanovic (1989)

and Levine and Rubinstein (2018) that shows the effect of branch accessibility on labor mobil-

ity among three labor states: incorporated self-employment, unincorporated self-employment,

and paid employment. Incorporated self-employment comprises entrepreneurs, owners of firms

that demand a higher amount of physical capital, and business loans. In contrast, unincorpo-

rated self-employment comprises non-entrepreneurs and owners of companies without business

loans. In other words, the agent uses their own initial wealth to start a business. Agents enter

self-employment based on their comparative advantage, which depends on their abilities and

the number of available assets. These individuals face borrowing costs, including interest and

non-interest costs (transportation costs, the time costs of arranging a loan, and any monetary

initiation costs). The model assumes a negative local credit supply shock (more banks close

their branches) associated with increased non-interest borrowing costs. The comparative static

riskier ventures; as a result, it’s typical for more entrepreneurs to opt to incorporate their businesses. Their key

findings indicate that individuals who start their businesses show higher learning abilities and self-esteem, earn

significantly more per hour, and work longer than their salaried counterparts. Their study presents median

annual and hourly earnings changes when individuals transition into or out of self-employment, both incorpo-

rated and unincorporated. For instance, a "smart and illicit" individual becoming an incorporated business

owner sees a $7,000 increase in median annual residual earnings, which is 12% higher than the median residual

earnings of their smart and unconventional salaried peers. These individuals see a substantial increase in earn-

ings, both in absolute and relative terms, when they become incorporated business owners, more so than those

with different cognitive and noncognitive traits. However, the situation for the unincorporated self-employed is

quite distinct. This highlights the clear difference between entrepreneurship and other self-employment types

and how various trait combinations are valued differently in various activities. Unlike incorporated business

owners, "smart and illicit" individuals who choose unincorporated self-employment tend to experience a greater

reduction in hourly earnings than those with different traits who also become unincorporated business owners.

Being "smart and illicit" is positively linked to entrepreneurial success but negatively correlates with success

in other self-employment ventures. Following this logic, I divide individual businesses into entrepreneurial and

self-employed entities based on their either incorporated or unincorporated status.
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shows that higher non-interest borrowing costs (decrease in loan accessibility or more severe

supply shock) decrease the probability of starting an incorporated business and increase the

probability of exiting incorporated self-employment.

In the second part of the paper, I estimate testable implications from the theoretical model.

I focus on transitions out of self-employment by using an exogenous source of variation in local

credit conditions. It tests a central prediction of the entrepreneurship model of Levine and

Rubinstein (2018), diverging from Levine and Rubinstein’s reliance on home wealth fluctuations.

Additionally, my research differs from their work by delving into the effects of the consolidation

of bank branches in the 2010s and its potential effect on the decline of self-employment in the

US. Consequently, as access to funding becomes more limited, there could be a decline in the

number of successful businesses, affecting local wealth and widening financial inequality.

The paper uses several sources of U.S. data between 2003 and 2014. The central database

is the Community Advantage Panel Survey (CAPS) database,3 and it allows me to identify

all banks located near respondents’ homes and to estimate geographical distances between

individuals and all banks within the state. Information on bank locations comes from the

Federal Deposit Insurance Corporation’s (FDIC) Summary of Deposits (SOD) database.

I make three primary findings. First, bank consolidation negatively impacts the likelihood

of loan approval and the stability of existing loan contracts. Specifically, a one standard de-

viation increase in anticipated credit availability correlates with a 0.5 percent increase in loan

application rejections and a 0.3 percent surge in bankruptcy risk. Second, the impact of this

credit supply shock varies among borrowers. Incorporated self-employed individuals face a sig-

nificant risk of discontinuing their business pursuits. For example, a one standard deviation

increase in projected credit supply corresponds to a 2.6 percent higher probability of exiting

incorporated self-employment. Interestingly, the supply shock does not substantially impact

the unincorporated self-employed. Last, these negative impacts are highly localized, dissipat-

ing within seven miles, and cause short-term (disappearing within two years) disturbances in

entrepreneurial activity.

Taken together, the findings provide compelling evidence that major financial shifts, such

as consolidation of bank branches, significantly influence entrepreneurial activity, complement-

ing and expanding upon Levine and Rubinstein’s research. These findings provide actionable

insights for policymakers, emphasizing the significance of financial institutions in shaping en-
3This database comprises 11 years of a panel survey of approximately 5,000 low- and moderate-income

homeowners and renters from 2003 to 2014. The UNC Center for Community Capital has collected the data

with generous funding from the Ford Foundation.
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trepreneurship.

The rest of the paper proceeds as follows. Section 2 provides background information and

reviews the literature. Section 3 discusses testable implications from the theoretical model.

Section 4 discusses the data used, and Section 5 introduces the empirical model. Section 6 dis-

cusses potential identification issues and solutions to them. Section 7 evaluates the alternative

measure of the supply shocks. Section 8 explores the heterogeneous dynamic effects of supply

shocks. Section 9 concludes.

2 Background and Literature

The U.S. self-employment sector, which spans numerous industries and professions, plays a

crucial role in the economy. According to the U.S. Bureau of Labor Statistics (BLS), about 12

percent of the country’s workforce is self-employed. These individuals contribute significantly

to the economy, not just in terms of services and products but also through taxes and job

creation when they hire additional workers.

There are two main types of self-employment: incorporated and unincorporated. The dis-

tinction hinges largely upon the legal and tax structures under which a person operates a

business. To clarify, incorporated self-employment implies establishing a distinct, legal entity,

such as a corporation or limited liability company, through which business is conducted. This

grants the business a separate legal identity, meaning the owner’s assets and liabilities are gen-

erally protected from business debts and lawsuits. Conversely, unincorporated self-employment

lacks this separate legal entity, and the owner is personally liable for all business debts and

liabilities. A detailed comparison of these two forms can be found in Appendix D.

The landscape of U.S. self-employment has seen notable shifts. While the total number

of unincorporated self-employed individuals and total self-employment decreased between 2003

and 2015 (the sector has seen a decline of almost one million unincorporated self-employed), the

number of incorporated self-employed individuals actually increased. However, the total rate

of self-employed individuals as a percentage of the labor force has decreased by 1.1 percentage

points over the same period (see Table 11, Figure 3).

The total share of self-employed workers in total employment decreased from 13.4 percent

in 2003 to 12.3 percent in 2015.4 The trend component of self-employed in the United States
4Author’s calculations using data from the Current Population Survey (CPS). Between 2003 and 2015, the

unincorporated self-employment rate fell from 9.09 to 7.8 percent. Over the 2003–2008 period, the incorporated

self-employment rate rose from 4.3 to 4.8 percent. The rate then decreased to 4.6 percent in 2010 and remained
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as a smoothed version of the self-employment numbers after removing cyclical fluctuations was

estimated using the Hodrick-Prescott filter5, has been decreasing steadily since 2003 (see Figure

4). The trend component allows us to see the underlying trend in the data, which is not obscured

by short-term movements. The decline in the trend component of the self-employment rate is

evident in both unincorporated and incorporated businesses. The average annual decline rate

of the number of self-employed for both types has been 0.5%, after accounting for long-term

trends’ effects and the removal of business cycles.

But where did these individuals move? The transition matrix, Table 2, shows a lot of

movement between different labor market statuses, even over a short period. Workers in paid

employment are most likely to remain in paid employment (91.38%). However, a small per-

centage of workers in paid employment transition to incorporated self-employment (0.72%),

unincorporated self-employment (1.08%), or non-employment (3.82%). More workers in in-

corporated self-employment stay in incorporated self-employment (56.26%) than transition to

unincorporated self-employment (21.68%). Many also transition to paid employment (17.76%)

or non-employment (4.3%). Workers in unincorporated self-employment are most likely to re-

main in unincorporated self-employment (55.12%). However, a significant percentage of work-

ers in unincorporated self-employment also transition to paid employment (23.09%) or non-

employment (5.19%). Most workers in non-employment stay in non-employment (70.9%), but

a small number transition to paid employment (26.7%), incorporated self-employment (1.08%),

or unincorporated self-employment (1.32%).

The existing literature provides limited reasoning for this decline. For instance, Hipple

(2016) suggests that the drop in self-employment may be associated with a decline in agri-

cultural employment. Schweitzer and Shane (2016) document another reason for this decline,

finding that business cycles affect transitions in and out of self-employment,6 while the recent

fall in aggregate demand explains exits from entrepreneurship. In a departure from the lit-

erature, this paper posits that a potential explanation is the decline in the ability to obtain

at that level over the 2011–2015 period (see Figure 3).
5The Hodrick-Prescott (HP) filter is a popular statistical technique to de-trend statistics. The HP filter

works by smoothing the data to remove short-term fluctuations while preserving the long-term trend. The

algorithm of HP is the following. First, the data is transformed into a mean of zero and a standard deviation

of one. The HP filter is applied to the transformed data. The transformed data is then inverted to obtain the

de-trended statistics. The de-trended number of self-employed is a useful indicator of the underlying changes

in the number of self-employed over time.
6Beckhusen (2014) also shows that transitions from self-employment to wage employment increased in the

post-recession months.
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financing.

A factor influencing the decision to become an entrepreneur is access to capital, combined

with wealth and collateral constraints. Numerous studies have focused on the positive correla-

tion between housing wealth and entrepreneurial activities (Fan and White (2003), Fairlie and

Krashinsky (2012), Fort et al. (2013), Corradin and Popov (2015)). This body of literature

shows that household-level credit constraints matter for the creation of new businesses (Evans

and Jovanovic (1989), Holtz-Eakin et al. (1994), Gentry and Hubbard (2004), Cagetti and

De Nardi (2006)). Other studies find that a bank loan is an essential source of financing for

small businesses (Petersen and Rajan (1994), Bates and Robb (2013), Fracassi et al. (2013))

and that entrepreneurs often have to provide personal guarantees when they obtain financing

(Berger and Udell (1998); Greenstone et al. (2014)).

Moreover, Herkenhoff et al. (2016) examine how access to consumer credit impacts em-

ployment prospects, earnings, and entrepreneurship. To isolate the causal effect of credit on

labor market outcomes, the authors use bankruptcy flag removals7 to separate a sizable discrete

increase in credit access. They find that following the flag removal, there is (1) an increased

flow rate into self-employment, (2) disproportionate borrowing by new self-employed entrants

relative to other job transitioners, (3) an increased likelihood of starting an employer business,

(4) an increase in startups entering capital-intensive and external finance-intensive industries,

and (5) disproportionate borrowing by new employer businesses.

Levine and Rubinstein (2018) investigate puzzling gaps between theory and evidence re-

garding entrepreneurs’ human capital, earnings, and liquidity constraints. They develop a the-

oretical three-sector Roy model to explore selection into entrepreneurship, self-employment,

and salaried work based on human capital and liquidity constraints. They conclude that

entrepreneurs—represented by the incorporated self-employed—are positively selected based on

attributes like entrepreneurial talent, risk tolerance, salaried wages, and collateral. In contrast,

the unincorporated self-employed represents the broader self-employment category and exhibits

negative selection on the same attributes. Empirical findings from the study further distinguish

between these two groups. The incorporated group (entrepreneurs) is positively selected based

on talent and salaried wages and is influenced by collateral, while the unincorporated group
7A bankruptcy filing raises a “red flag” to potential lenders and affects future lending opportunities, preventing

an individual from obtaining credit for a considerable period of time after filing. In addition, the associated

interest rate will be exorbitant even when a debtor can obtain credit. Under the Fair Credit Reporting Act, a

bankruptcy filing can remain on an individual’s credit report for ten years, after which the bankruptcy can be

removed.
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(self-employed) shows opposite trends. The authors emphasize that these stark differences be-

tween entrepreneurship and self-employment must be considered when studying business cycles,

noting that self-employment is countercyclical, while entrepreneurship is procyclical.

A growing strand of literature studies the importance of geographical proximity for bank

lending, identifying two broad channels in the economics literature through which distance

influences credit market transactions. First, studies on spatial rationing have established a

correspondence between distance and credit rationing. A closer geographic distance provides

banks privileged access to soft information that allows them to evaluate borrowers’ creditwor-

thiness, thereby permitting them to gain a cost advantage for monitoring over more remote

competitors who may not enjoy the same degree of access to such information (Hauswald and

Marquez, 2006). The information effect of distance has been shown empirically to facilitate

ex-ante screening and ex-post monitoring of borrowers in bank lending, giving well-informed

banks a competitive edge and market power (Petersen and Rajan (2002); Brevoort et al. (2010);

Guiso et al. (2004); Sufi (2007); Qian and Strahan (2007)).

One benefit for borrowers who are located closer to their banks is that inefficient rationing

might be reduced with privileged access to information. Using a unique data set of all loan

applications by small firms to a large bank, Agarwal and Hauswald (2010) document that the

closer a firm is to its branch office, the more likely the bank will offer credit. However, borrowing

from closer banks corresponds to, for example, higher interest rates (Agarwal and Hauswald,

2010). The reason is that borrowers are informationally captured by lenders with privileged

access to soft information to the extent that such information cannot be credibly communicated

to outsiders (Dell’Ariccia and Marquez, 2004).

Second, a shorter lender-borrower distance potentially benefits both parties since it reduces

transaction costs. For example, lenders can benefit from the reduced cost of obtaining soft

information. Examples of such costs for a potential borrower include transportation costs

incurred in applying for a loan and the time and effort spent personally interacting with loan

officers or looking for a suitable loan. In classical models of location differentiation (Salop,

1979), borrowers incur distance-related transportation costs from visiting their banks, while

banks price loans uniformly if they cannot observe their borrowers’ locations or are prevented

from charging different prices to different borrowers (Freixas and Rochet, 2008). However, if

banks observe their borrowers’ locations and offer interest rates based on that information, they

may engage in spatial price discrimination (Lederer and Hurter Jr, 1986).

For example, Degryse and Ongena (2005) document that loan rates decrease with the dis-

tance between the firm and the lending bank and increase with the distance between the firm
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and competing banks, suggesting that transportation costs cause spatial price discrimination.

Nguyen (2019) shows that bank branch closings during the 2000s led to a persistent decline in

local small business lending. The author asserts that the effect is very localized and dissipates

within six miles of the borrower’s location.

This paper contributes to the literature on self-employment in two ways. First, it under-

scores the diversity of the self-employed. A growing body of research suggests that self-employed

individuals should not be viewed as an aggregated group. Block and Sandner (2009) insist that

using push-and-pull factors, which determine the selection into self-employment, allows the

self-employed to be divided into two groups: “necessity” entrepreneurs who are self-employed

due to the lack of other options and “opportunity” entrepreneurs who seek to bring new ideas

to the market or avail themselves of other market advantages. Moreover, Levine and Rubin-

stein (2017) distinguishes between unincorporated and incorporated businesses, emphasizing

that the latter, defined by specific cognitive and non-cognitive traits, serves as a more accu-

rate representation of entrepreneurship. They note that these entrepreneurs tend to outearn

typical salaried workers, whereas most self-employed individuals are incorporated with varied

traits and earnings patterns. My results draw attention to the differential impact of local credit

shocks on these categories of the self-employed. Incorporated self-employed individuals face

a significantly higher risk of discontinuing their business operations due to supply shock. In

contrast, those who are unincorporated appear to be less affected. This suggests that our un-

derstanding of entrepreneurship, as explored by Levine and Rubinstein (2017), must account

for the heterogeneity within the self-employed population.

Secondly, while existing literature often explores binary choice models to understand the

decision-making process of being self-employed, with a significant focus on individual wealth

shocks as drivers for entrepreneurial ventures, this study adopts an innovative perspective.

It examines the influence of local supply shocks, such as the closure of financial institutions,

on the decision to exit self-employment. A one standard deviation rise in the supply shock

(equivalent to 0.15 bank closures) leads to a 2.6 percent increased risk of leaving incorporated

self-employment at the zip-code level. This effect is even greater in areas more acutely affected,

reaching 3.9 percent. Notably, this magnitude is comparable to the well-studied wealth shock:

Holtz-Eakin et al. (1994) discovered that inheritance of $100,000 increased the odds of moving

from wage employment to self-employment by 3.3 percentage points8. This comparison demon-
8Following the pioneering work of Evans and Jovanovic (1989), many studies estimate binary choice models

of being an entrepreneur, which includes some measure of individual wealth. Studies find that unexpected

financial gains have a positive, significant, and sizeable influence on the chances of entering self-employment.
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strates that the influence of external factors on exiting self-employment can be as substantial

as the documented impact of individual wealth shocks on entering it, raising questions about

how policies and support systems can be tailored to address the diverse drivers of career choices

in this sector.

3 Testable Implications of the Theoretical Model

The theoretical framework examines the impact of supply shocks triggered by increased non-

interest borrowing costs on labor market choices. The literature (Degryse and Ongena, 2005)

distinguishes three factors underlying the role of bank branch closures: transportation costs

(borrower’s increased cost of obtaining credit), lender’s monitoring costs, and the creation of

asymmetric information. Proximity gives the bank insight into the local economic conditions

affecting a potential borrower. Since the bank has soft information about the borrower, infor-

mation asymmetry may either reduce the likelihood of lending or increase the loan price for the

borrower (Carling and Lundberg, 2005). The model proxies the branch network contraction

through the increased non-interest cost of borrowing due to the longer geographical distance

between a borrower and a lender.

To emphasize the result of negative supply shocks through the bank closure and the in-

crease in borrower-lender distance on labor market choices, I use an intuitive three-sector Roy

model of labor market decisions based on the works of Evans and Jovanovic (1989) and Levine

and Rubinstein (2018). The model captures the essential features of the relationship between

distance and labor mobility among three labor states: two types of self-employment (incorpo-

rated, ISE, and unincorporated, USE) and paid employment (or salaried employment) (PE).

The model is a discrete-time model. Individuals select among the three labor states in each

period, where changes between states include known switching costs. Given the information

available at the beginning of each period, individuals choose their labor states, borrowings,

and consumption to maximize their discounted expected utility. They face borrowing costs,

including interest and non-interest costs 𝜓 (transportation costs, the time costs of arranging a

loan, and any monetary initiation costs), which is a function of the borrower-lender proximity.

However, these effects tend to decrease as the value of the windfall increases. For instance, Blanchflower and

Oswald found that in 1981, a British individual who inherited £5,000 was twice as likely to be self-employed

compared to someone who did not receive any inheritance. Similarly, In Sweden, Lindh and Ohlsson (1996)

determined that receiving lottery winnings increased the likelihood of self-employment by 54 percent, and an

average-sized inheritance did so by 27 percent.
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A shorter borrower-lender distance makes non-interest costs cheaper. A larger borrower-lender

distance decreases credit market access and makes large-scale, incorporated self-employment

less attractive since such business opportunities often require external financing. Unincorpo-

rated self-employment as a small-scale business sector is less dependent on external funding but

still may experience contraction if the borrower-lender distance increases. All estimations are

shown in the “Theoretical Model” section in Appendix A.

The theoretical model yields testable implications on the relevance of non-interest cost of

borrowing on the probability of labor market choices. The key testable implication of the model

is an increase in the non-interest cost of borrowing (higher borrower-lender distance or worse

accessibility of banks) is attributed to the decreasing probability of incorporating a business

and an increase in the likelihood of exiting self-employment.

Corollary 1. Higher non-interest costs of borrowing disincentive self-employed to incorporate

businesses.

Higher non-interest borrowing costs could discourage self-employed individuals from incor-

porating. With incorporation, business debts become separate from personal finances, but

borrowing becomes costlier.

Corollary 2. Higher non-interest costs of borrowing increases the probability of switching

from incorporated self-employment.

Rising non-interest costs, like transportation or time spent acquiring loans, could push

self-employed individuals towards quitting. These costs bite hard for established businesses,

potentially forcing closure or career changes. Higher non-interest borrowing costs can make

it more difficult for incorporated self-employed individuals to expand their businesses. This is

because they will have to spend more revenue on servicing their debts. This can leave them less

money to invest in new equipment, hire new employees, or market their products or services.

As a result, they may be less competitive and more likely to fail.
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4 Data

4.1 Main Database

This paper combines several sources of U.S. data. The primary source is the CAPS database

collected by the UNC Center for Community Capital. The database comprises 11 years of

panel survey data provided by approximately 5,000 low- and moderate-income homeowners

and renters during the period 2003–2014. The homeowners recruited to participate in the

CAPS received mortgages between 1999 and 2003 through the Community Advantage Program,

and the participating renters were recruited to match these homeowners with respect to their

geographic proximity and income ceilings.

The main benefit of using this database is the opportunity to identify each individual’s

full geographical location. The database has been used in several works (e.g., Quercia et al.

(2011), Manturuk et al. (2017)),9 and it collects a wide variety of information. The data include

demographics and family formation, mobility and housing tenure choice, unemployment, wealth

and asset holdings, social capital and civic engagement, and housing satisfaction.

The database contains a post-sample weighting used for the empirical analysis to minimize

the impact of biases resulting from higher attrition across various demographic groups and

selection to CAP. Appendix D4 provides more information about the survey design.

The CAPS database also contains self-reported information about individuals’ primary work

activity at the time of the survey. The survey has four categories of employment: workers in pri-

vate businesses, government workers, self-employed workers, and workers in family businesses.

The first two categories are combined as “paid employed workers.” Due to absolutely different

liabilities, the self-employed and workers in a family business are considered different labor

types. Therefore, I consider only self-employed workers in the analysis and exclude workers in

a family business from the data sample.

4.2 Bank Offices

All information on bank offices comes from the FDIC’s SOD data for 2003–2014 as of June 30

of the corresponding year. The SOD database provides an annual enumeration of all branches

belonging to FDIC-insured institutions. As of September 2019, the FDIC provided deposit

insurance at 5,256 institutions. The agency insures deposits in member banks up to US$250,000
9The full list of publications is available at https://communitycapital.unc.edu/files/2017/10/Paper_22929_

extendedabstract_1348_0.pdf.
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per ownership category. The SOD data include full street addresses of bank headquarters

and bank branches, the total amount of assets, and the latitude and longitude of the bank

headquarters and each bank branch since 2008.10

The maps in Figure 5 show the location of all banks and branches from the SOD database

(red dots) in 2003 and 2014. The database contains information about 87,279 bank locations in

2003 and 94,521 bank locations in 2014. Thus, the number of bank branches increased during

that period, but the locations were more concentrated. To show the difference in concentration

between 2003 and 2014, Figure 5 also illustrates the hot spot analysis (blue areas), showing

the z-score for the Getis-Ord Gi* statistic for each location in a dataset. Darker areas indicate

where bank locations with high values cluster spatially.

Bank addresses were transferred to geocodes11 and were linked to the home locations of

CAPS respondents so that each respondent was linked to all banks within the same state

(the minimum distance; distance to nearest 5, 10, or 15 banks). Bank locations are used to

identify changes in the number of bank branches bearing respondents’ homes and changes in

the borrower-lender distance.12

4.3 Geographical Unit

The main geographical unit used in the analysis is the zip code level, as it is the smallest

geographical identifier available in the FDIC’s SOD database. The U.S. has roughly 33,000

zip codes, occupying a land area of 2,808,990 square miles. The smallest zip code is 00906,

which is only 0.0032 square miles. In contrast, the largest zip code is 99557, with a large area

of 13,431 square miles. The average land area of a zip code is around 90 square miles, which

is similar to the size of Knoxville, Tennessee. Much like land area, there are vast differences

in population size. For example, the most populated zip code is 00725 in Puerto Rico (over

144,000 residents), whereas the smallest zip code is 59921, found in Lake McDonald, Montana,
10Due to some limitations, the data should be interpreted carefully. For example, the FDIC’s SOD database

only includes data from FDIC-insured institutions and may not fully capture the entire banking sector in some

areas.
11Some banks’ addresses were dropped as incomplete. On average, branches with incomplete information

account for less than 1 percent of the total number of branches.
12I use the SAS geocode procedure for estimating distance, as SAS allows distances to be estimated without

sending sensitive information to external servers. However, one downside of using SAS is that it estimates the

Euclidean distance between two locations. Boscoe et al. (2012) conclude that for nonemergency travel, the

added precision offered by the substitution of travel distance, travel time, or both for straight-line (Euclidean)

distance is largely inconsequential.
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with a population of just one resident.

4.4 Other Sources

Other sources of data include the U.S. Census Bureau Statistics (County Business Patterns),

BLS Local Area Unemployment data (county-level unemployment rates and civilian labor force

size), the FDIC’s assets and liabilities report (total number of employees per branch; full-time

equivalent), American Community Survey (ACS) county-level demographic information, and

Zillow (the average house value).

4.5 Explanatory Variables

As explanatory variables, I use a set of time-invariant individual characteristics, such as gender

(= 1 if female), race (white, black, and other), and Hispanic ethnicity. I also use time-varying

variables, including age, age squared, years of schooling, spouse’s years of schooling, marital

status, household size, the number of children under the age of 14 currently living in the

household, the region, calendar year effects, the log of the value of large and durable assets

(houses, land, other real estate, and cars), and the difference in log-income for wage and salary

workers and self-employed (non-incorporated) at the county level. The latter variable is a

substitute for individual income, which is likely endogenous. Unfortunately, the CAPS database

does not contain detailed wages or personal income information, only aggregated household

income.

As a measure of local economic conditions, I use the following metrics at the zip code level:

total population; the share of the population with professional, scientific, management, and

administrative education; the unemployment rate; and the average house value. Additionally, I

use the number of business establishments at the county level as a proxy for local entrepreneurial

activity.

4.6 Summary Statistics

Table 3 shows summary statistics and differences between different labor statuses (paid-employed

workers, incorporated and unincorporated self-employed, and non-employed). The table in-

cludes variables such as age, gender (indicated by "Female"), marital status, number of kids,

number of household (HH) members, race, ethnicity, years of schooling, and several financial

metrics like distance to the nearest bank, number of banks within 5 miles, number of bank
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workers per 1000 population, total assets in 2014, and Supply Shock (z-score). The table pro-

vides the means for each variable with standard deviations in parentheses. The table highlights

differences between the groups based on employment status and possibly between incorporated

and unincorporated self-employed individuals. Stars (*) shows p-values for the t-test of mean

differences between incorporated and unincorporated self-employment, where *** indicates sig-

nificance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level.

Incorporated self-employed workers are, on average, older than their unincorporated coun-

terparts. This could be due to several factors, such as the need for more experience and

education to start a business that justifies incorporation or the financial stability that comes

with age allowing individuals to take on the risks of incorporation. Males and married individ-

uals tend to be more likely to be incorporated self-employed. Historically, women have been

underrepresented in entrepreneurship, potentially due to factors like access to capital, soci-

etal expectations, and work-life balance challenges. Similarly, marital status can influence the

incorporation of the business. Spouses may provide support and financial stability, allowing in-

dividuals to pursue incorporated entrepreneurial ventures. Incorporated self-employed workers

typically have more years of schooling than unincorporated workers. This suggests that higher

levels of education may be associated with the skills and knowledge needed to run a business

and navigate the complexities of incorporation successfully.

Incorporated self-employed workers have significantly higher total assets than unincorpo-

rated. This could be because incorporated businesses tend to be larger and more profitable,

allowing them to accumulate more wealth over time. Also, incorporated self-employed work-

ers have better access to financial services, as evidenced by the higher number of banks per

1,000 population in their areas. This access to capital can be crucial for business growth and

investment, further widening the gap between incorporated and unincorporated workers.

5 Empirical Analysis

My previous section discussed the theoretical foundation of this study, which examined the

complex relationship between the non-interest cost of borrowing and individual labor decisions.

The non-interest cost of borrowing includes the time and effort borrowers expend to obtain

a loan, which can be measured by the accessibility of financial institutions. In this section, I

begin the empirical estimation phase of the research, where I strive to validate the propositions

advanced by my theoretical framework empirically. To assess the impact of the accessibility

of financial institutions, I use two key measures: (1) lending shocks, measured by changes in
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the number of bank branches, and (2) the geographical proximity of branches, measured by

the distance between borrowers and lenders. I also address potential identification challenges

and propose solutions. The results illuminate the impact of the accessibility of financial in-

stitutions on the likelihood of obtaining a loan, the propensity to exit self-employment, and

the differential impact on self-employment by business type. The main empirical specification

follows Greenstone et al. (2020) and uses the measure of lending shocks to isolate the effect of

changes in the accessibility of banks for borrowers. As an alternative measure, I propose the

borrower-lender distance.

5.1 The Measure of Lending Shocks

In this subsection, I discuss the construction of the supply shock measure. Basically, the agent

lives in a town with several banks. Suddenly, some of them close down, leaving fewer options

for everyone. This would be a supply shock – a change in the number of banks available,

independent of how much people want to use them. I’m interested in how such shocks affect

people’s lives, particularly their choices about work. To study this, I need a way to isolate the

supply shock from other factors like changes in local demand for bank services. First, I use

a statistical method to untangle changes in bank numbers, figuring out how much is due to

banks’ own decisions (supply) and how much is due to people’s preferences (demand). Then, I

create a bank availability measure for each area and year that captures the supply shock. This

measure considers which banks operate there and how big they are.

Bank branch closures could adversely affect local areas where they operate through shocks in

credit supply, disruptions in lending relationships, and increased non-interest borrowing costs,

potentially affecting small business lending and individuals’ decisions to run a small business.

To identify the role of branch closure on self-employment, I developed a modified version of the

shift-share approach using the Bartik instrument (Bartik and Bartik Timothy, 1991). Modifying

the “classical” shift-share instrument13 is necessary because bank branch closures may reflect

both bank-specific supply shocks (e.g., the merge-induced consolidation of banks, as described

in Nguyen (2019)) and a local decline in the demand for loans due to reduced entrepreneurial

activities in the area.

To isolate the supply shock, I follow the strategy proposed by Greenstone et al. (2020) and

separate the contribution of demand and supply shocks to changes in the number of banks.
13This instrument for the bank in area 𝑗 in period 𝑡 is created as the sum for each bank in area 𝑗 of the inner

products of bank shares in area 𝑗 and local banking industry growth rates at the national level between 𝑡 − 1

and 𝑡.
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The first step is to estimate the following equation:

△ (𝑋𝑘𝑗𝑡) = 𝑑𝑗𝑡 + 𝑠𝑘𝑡 + 𝜖𝑘𝑗𝑡. (1)

The outcome variable is the percentage change of the number of bank 𝑘 network of branches in

geographical area 𝑗14 between periods 𝑡 and 𝑡 − 1. 𝑑𝑗 is an area fixed effect and measures the

variation in the number of branches due to changes in local economic conditions, and captures

the effects of local demand for credit from bank 𝑘. 𝑠𝑘 identifies banks’ fixed effects, which

measure the supply response of branches, and it is separated from the variation in demand for

loans in the area. 𝑠𝑘 are the parameters of interest, estimated for each period between 𝑡 and

𝑡− 1 beginning in 2003. 𝜖𝑘𝑗 is the unobserved random shock.

I next create a quasi-experimental and conditionally exogenous proxy for supply shocks for

each zip code level and year. I use the estimated bank-specific supply shocks, ̂︀𝑠𝑘, to construct

a zip-code-level measure of the predicted supply shock that captures bank availability. For

each area 𝑗 and year 𝑡, I take the weighted average of the estimated bank 𝑘 fixed effects from

Equation 1, weighting by bank 𝑘’s market share at period 𝑡 in area 𝑗, 𝑚𝑘𝑗, which is measured

by the ratio of the number of branches of bank 𝑘 to the total number of all branches in area 𝑗.

𝑝𝑗𝑡 =
∑︁
𝑘

𝑚𝑘𝑗𝑡̂︀𝑠𝑘𝑡 (2)

The zip-code-predicted shocks, 𝑝𝑗𝑡, are estimated for every pair of periods (𝑡 − 1) and 𝑡, cre-

ating a time lag between supply shock and individual labor choices. For the convenience of

interpretation, I standardize the predicted shock with a mean of zero and a standard deviation

of one.

Figure 7 presents the dynamic of the average supply shocks over the years, showing that

the average supply shock increases over time, correlating with bank branches’ consolidation.

The predicted shock is scaled so that a higher value indicates a more severe supply shock

(e.g., more branches closed), and a lower value indicates a less severe supply shock (e.g., fewer

branches closed). This standardization measures the relative supply shocks by zip code area so

that some zip codes will be above or below the average supply shock area. Figure 8 visualizes

branch closure intensity for 2004 (a) and 2014(b). Blue dots reflect more severe supply shock

(more branches closed), whereas orange dots show less intensive supply shock (fewer branches

closed).
14The zip code level is the minimal geographical area available in the SOD database, which is why it is chosen

as a base geographical unit.
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5.2 Supply Shocks and Access to Credit

The empirical analysis begins by addressing the role of supply shocks in the probability of

obtaining credit. Unfortunately, the CAPS data do not contain information about business-

related lending, and in a perfect situation, the effect of the supply shocks should be estimated

through the business loans. Using the available data, I highlight two main groups of variables

characterizing borrowers’ credit constraints: the probability of obtaining different credit prod-

ucts and the probability of changes in the current loan contracts. The first group of variables

is a set of binary indicators capturing whether the respondent, in the last 12 months, applied

for a new credit card, opened a new charge card, or refinanced a mortgage. The second group

consists of a set of dummy variables noting if, within the same period, the respondent expe-

rienced a credit application rejection, was asked to pay off a remaining loan balance, filed for

bankruptcy, or had their credit card limit reduced.

To evaluate the effect of the supply shocks on access to credit, I estimate a linear probability

model for each variable characterizing access to credit. The model includes geographical cluster

fixed effects to control for unobserved characteristics that characterize the initial access to the

credit market.

𝐶𝑖𝑗𝑠𝑘𝑡 = 𝛼𝑝𝑗𝑡 + 𝛾𝑋𝑖𝑡 + 𝛿𝐼𝑖𝑡−1 + 𝛽𝑍𝑗𝑡 + 𝜖𝑠𝑡 + 𝜏𝑘 + 𝜀𝑖𝑗𝑠𝑘𝑡 (3)

where 𝐶𝑖𝑗𝑠𝑘𝑡 is a dummy variable that equals one if respondent 𝑖 in zip code 𝑗 and state 𝑠

during period 𝑡 has taken any of the following actions in the last 12 months: applied for a new

credit card, opened a new charge card, refinanced a mortgage, had an application for new credit

rejected, had their available limit for credit cards reduced, was asked to pay off the remaining

balance for a loan, or filed bankruptcy. 𝑝𝑗𝑡 is a predicted lending shock estimated in Equation

2.

The model includes a full set of state-by-year fixed effects, 𝜖𝑠𝑡, the error term, 𝜀𝑖𝑗𝑠𝑘𝑡, and

zip code characteristics 𝑍𝑗𝑡. 𝜏𝑘 identifies geographical clusters to control for unobserved spa-

tial characteristics (full details in the section "Identification"). The state-by-year fixed effects

indicate that comparisons between the groups of zip codes are made within the state for each

year. 𝐼𝑖𝑡−1 includes the previous period’s labor status (salaried employment, incorporated and

unincorporated self-employment, unemployment). 𝑋𝑖𝑡 is the set of observed covariates, includ-

ing dummies for gender, marital status, three race dummies (white, black, other), Hispanic

ethnicity, four education dummies (less than high school, high school, some college, college

and above), credit score, debt-to-income ratio, age, and a quadratic for age. 𝑍𝑗𝑡 includes lo-
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cal economic conditions.15 All regressions are weighted by CAPS individual-level weights to

extrapolate the results, and standard errors are robust.

Table 4 shows the results of estimating Equation 3. They suggest a more severe supply

shock decreases the probability of obtaining a new credit card, charge card, and mortgage

refinancing. The results suggest that a stronger supply shock increases several risks. These

include a reduction in access to credit, rejection of new credit applications, a reduction in the

available credit card, being asked to pay off the remaining balance, and filing for bankruptcy.

5.3 The Role of Lending Shocks in Self-employment

This subsection presents a descriptive overview of the relationship between lending shocks and

self-employment trends. It includes a discussion of the correlation between the main variables of

interest (transition from both types of self-employment, the minimum borrower-lender distance,

supply shock, and the number of branch closures). The event study approach presents another

descriptive evidence that shows the connection between branch closure and switching out of

self-employment. The last method is the linear probability model, which evaluates the exit

from self-employment due to the severity of supply shock.

The analysis starts with the correlation matrix (Table 5) between variables of interest,

such as the indicator of switching from incorporated and unincorporated self-employment, the

minimum borrower-lender distance, supply shock, and the number of branch closures. The

correlation matrix suggests weak to moderate linear relationships between the four variables.

Unsurprisingly, there is a strong and significant correlation between the supply shock measure

and the number of branch closures. The analysis reveals a negative and statistically significant

association between transitions from incorporated and unincorporated self-employment. This

implies that these two self-employment forms may substitute for each other in individuals’

career paths.

Findings suggest severe supply shock contributes to increased borrower-lender distance and

the transition rate away from incorporated self-employment. At the same time, there is a

decline in the flow out of unincorporated self-employment.

Figure 9 shows that branch closures have a heterogeneous effect on the switching from self-

employment based on the business type. Event time is defined as a year when the closure of

a bank branch occurred at the zip code level, and there was no closure of branches two years
15The number of business establishments; the unemployment rate; the average value of the house; and the

share of the population with professional, scientific, management, and administrative education at the zip code

level.
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before.16 The predicted probability of exiting the incorporated self-employment trend is higher

after a branch’s closure. The result for unincorporated self-employed individuals is the opposite:

the branch closure reduces the transition from unincorporated self-employment to other types

of employment. The event-study analysis has no casual validity but can be used as descriptive

evidence of different responses of self-employed to bank branch closures.

Another way to address this heterogeneous effect is to investigate the role of supply shocks

in exiting self-employment using the following linear probability model:

𝑌𝑖𝑗𝑠𝑡 = 𝛼𝑝𝑗𝑡 + 𝛾𝑋𝑖𝑡 + 𝛿𝐼𝑖𝑡−1 + 𝛽𝑍𝑗𝑡 + 𝜖𝑠𝑡 + 𝜏𝑘 + 𝜀𝑖𝑗𝑠𝑘𝑡 (4)

The dependent variable 𝑌𝑖𝑗𝑠𝑡 measures self-employed’ exit (or entry) at the individual level.

𝑌𝑖𝑗𝑠𝑡 is a dummy variable, which equals one if individual 𝑖 in zip code 𝑗, spatial cluster 𝑘, and

state 𝑠 was an self-employed in the year (𝑡− 1) and becomes a non-SE in the year 𝑡, and zero

otherwise (exists self-employment in the year 𝑡). 𝑝𝑗𝑡 is a predicted lending shock estimated in

Equation 2. The model includes a full set of state-by-year fixed effects, 𝜖𝑠𝑡, the error term,

𝜀𝑖𝑗𝑠𝑘𝑡, and zip code characteristics 𝑍𝑗𝑡. State-by-year fixed effects indicate that comparisons

between the groups of zip codes are made within states each year. For ease of interpretation,

𝑝𝑗𝑡 are standardized to have a mean of zero and a standard deviation of one.

𝐼𝑖𝑡−1 includes the previous period’s labor status (salaried employment, incorporated and

unincorporated self-employment, unemployment). 𝑋𝑖𝑡 is a set of observed covariates, including

dummies for gender, marital status, three race dummies (white, black, other), Hispanic eth-

nicity, four education dummies (less than high school, high school, some college, college and

above), age, and a quadratic for age. 𝜏𝑘 identifies geographical clusters to control for unobserved

spatial characteristics. 𝑍𝑗𝑡 includes local economic conditions.17 All regressions are weighted

by CAPS individual-level weights, and standard errors are bootstrapped.

The coefficients of interest are 𝛼, which capture the difference in transitions between labor

states due to the severity of supply shocks. Figure 10 confirms a strong heterogeneous effect of

supply shocks on switching from or to self-employment based on the type. The figure validates

16The graphs show the predicted probabilities of switching from or to self-employment ̂︂𝑌𝑖𝑗𝑡, estimated from the

following equation: 𝑌𝑖𝑗𝑡 = 𝛽0+𝑋𝑖𝑗𝑡𝛽1+𝛽2
∑︀2014

𝑠=2003 1(𝑦𝑒𝑎𝑟 = 𝑠)+𝛾
∑︀6

𝑡=−5 1(𝑒𝑣𝑒𝑛𝑡 = 𝑡)+ 𝜉𝑖𝑗𝑡. The probability

model controls for each year before and after the event (the categorical timeline), a quartic polynomial of

current age, and calendar year fixed effects. The plotted dots are the coefficients on the timeline variable plus

the average predicted share evaluated at timeline = 0 (which is the omitted category). Only four points before

and after the event are shown.
17The number of business establishments, the unemployment rate, the average house value, and the popula-

tion’s share with professional, scientific, management, and administrative education at the zip code level.
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that the severity of the supply shock decreases the predicted probability of switching to (or

staying in) self-employment for incorporated self-employed individuals, while the effect is the

opposite for those who are unincorporated self-employed.

5.4 The Dynamic Effect of Recent Lending Shocks on Self-employment

In my subsequent analysis, I use the results of Goldsmith-Pinkham et al. (2020) and Baker

et al. (2022) to estimate the causal effect of bank branch closings on self-employment exits.

Goldsmith-Pinkham et al. (2020) show that shift-share models with geographic fixed effects

can be considered difference-in-differences models. This insight allows for the estimation of

the causal effect of bank branch closings on self-employment exits, mitigating concerns about

potential correlations between other variables and both the closings and self-employment exits.

Baker et al. (2022) suggest a method for estimating the timing of the effects of bank branch

closings. This is important because the effects may not be immediate. For example, it may

take some time for self-employed to realize they no longer have access to credit, and it may

take even longer for them to decide to exit self-employment.

The validity of difference-in-differences models depends on the assumption that no pre-

treatment trends exist in the outcome variables. This means that the outcome variables should

be trending in the same direction in both the treatment and control groups before the treatment

is applied. To control for this, I include state-by-year and cluster fixed effects trends in my

models. State-by-year fixed effects control for any common trends that affect all zip codes in

a state in a given year. Cluster fixed effects control for any common trends that affect all zip

codes in a cluster, such as a metropolitan area.

To further test whether the identification assumption is satisfied, I estimate the following

dynamic equation:

𝑌𝑖𝑗𝑘𝑠𝑡 =
𝜏=5∑︁
𝜏=−4

𝛼𝜏𝜃𝜏𝑝𝑗𝜏 + 𝛾𝑋𝑖𝑡 + 𝛿𝐼𝑖𝑡−1 + 𝛽𝑍𝑗 + 𝜏𝑘 + 𝜖𝑠𝑡 + 𝜀𝑖𝑗𝑠𝑘𝑡. (5)

I extend Equation 4 by including a set of dummies 𝜃𝜏 that equal one in the 𝜏th year before or

after the most recent branch closure. 𝛼 are the parameters of interest; they are the coefficients

on the interactions of the 𝜏th year predicted lending shock with year indicators. They also

measure the impact of the lending shocks on self-employment in the year of the shock and all

subsequent years relative to self-employed in the years before the shock and other zip codes.

Thus, this is a difference-in-differences-style estimator. If the identification assumption is valid,

the estimated coefficients on 𝛼 for 𝜏 < 0 should not be statistically different from zero. This
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dynamic approach also allows me to see if the banking reforms have any lagged effects on

self-employment.

Table 14 presents the results of estimating Equation 5. The table shows a significant role

of a supply shock in the closure of incorporated businesses. A one standard deviation increase

in the predicted credit supply corresponds to a 2.6 percent increase in the likelihood of exiting

incorporated self-employment. However, this effect is short-term and disappears a year after

the most recent branch closure.

Figure 11 provides an illustration of these results. The estimates confirm a statistically

significant relationship between the predicted lending shock and exiting self-employed, partic-

ularly incorporated self-employed, in the year of a bank branch closure. Meanwhile, the role

of the supply shock in switching out unincorporated self-employment becomes insignificant.

The figure also shows the lack of a pre-treatment trend, which is an essential condition of the

validity of estimations.

I also examine the difference in the effect of supply shocks on geographical areas based on

the supply shock’s severity. I divide zip codes into quartiles and compare the effect of the supply

shock among the top (above the 75th percentile) and the bottom (below the 25th percentile)

quartiles.

𝑌𝑖𝑗𝑘𝑠𝑡 =
𝜏=𝑏∑︁
𝜏=−𝑎

𝛼𝜏𝜃𝜏𝑝
𝑞
𝑗𝜏 + 𝛾𝑋𝑖𝑡 + 𝛿𝐼𝑖𝑡−1 + 𝛽𝑍𝑗 + 𝜏𝑘 + 𝜖𝑠𝑡 + 𝜀𝑖𝑗𝑠𝑘𝑡, (6)

where 𝑝𝑞𝑗𝜏 is an indicator where zip code 𝑗 experiences the most severe supply shock (belongs

to the top quartile) or the least severe supply shock (belongs to the bottom quartile).

Figure 12, panel (a) confirms the strong relationship between the severity of the supply

shock (higher number of branch closures) and the probability of exiting self-employment. For

incorporated businesses located in the zip code under the severe supply shock, with a one

standard deviation increase in the supply shock, the risk of exiting increases up to 4 percent

(panel (b)). The results confirm the independence of unincorporated businesses from supply

shocks regardless of the shocks’ size (panel (c)).

6 Identification

6.1 Validity of the Instrument

The shift-share instrument allows me to isolate the exogenous component of a local closure

of bank branches, and it decomposes the closure into multiple parts, each with a different
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endogeneity. The most exogenous component is the national or global banking industry trend,

which is not correlated with unobserved factors that affect the local credit market outcome.

The most endogenous component is the local closure, correlated with these unobserved factors.

The shift-share instrument neutralizes this endogeneity by de-localizing it over space and time,

meaning the instrument is constructed using national or global industry trends rather than

local trends. This ensures that the instrument is not correlated with the unobserved factors

that affect the local credit market outcome.

The shift-share instrument is valid as long as the local credit market outcome cannot affect

the share in previous periods or national averages beyond the zip code in the current period.

These conditions can hold if the shares are chosen to represent deep characteristics of zip code

location, such as the demographic composition or industrial mix.

The only validity issue that may arise from using this approach is that the skills of bank

managers used to manage investment portfolios may also be used to choose branch locations,

suggesting that worse-than-average portfolio performances could be correlated with more severe

supply shocks. However, Greenstone et al. (2020) provides empirical evidence suggesting no cor-

relation between worse-performing banks and branch closures. To further address this validity

issue, my empirical analysis uses a proxy for managerial skills and the number of bank workers

per 1,000 population and the share of the population with professional, scientific, management,

and administrative education, both at the zip code level.

Goldsmith-Pinkham et al. (2020) discuss the methodology used in an exposure research

design that uses industry shares as instruments to measure the differential exogenous exposure

to a common shock. They argue that this empirical strategy is equivalent to difference-in-

differences in settings where the researcher has a pre-period. The primary identification worry

is that the industry shares may predict outcomes through channels other than those posited by

the researcher. The authors suggest that one way to assess the instrument’s validity is to test

for parallel pre-trends, meaning one should see similar trends in the outcome variable before the

common shock, both for the treatment and control groups. If there are pre-existing differences

in the trends, then this suggests that the common shock is not the only factor driving the change

in the outcome variable. I address the pre-trend issue in the empirical analysis (Equation 5);

Table 9 shows the results of the test for pre-existing similarities between treatment and control

groups.
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6.2 Omitted Variable Bias

The shift-share (or Bartik-style) research design uses pre-existing bank market shares across zip

codes to predict changes in local credit supply due to bank branch closings. The assumption is

that this variation is uncorrelated with unobserved factors that affect self-employment exits in

a given zip code. Any trends or shocks affecting exits should not drive the pre-existing bank

market shares. To address these concerns and demonstrate that omitted factors are unlikely

to be the primary force behind the findings, I use the proposed techniques proposed by Oster

(2019) and Diegert et al. (2022).

Oster’s method leverages observable factors to glean insights into the selection of unob-

servable ones. It estimates "breakdown points," which measure the maximum influence of

unobservable factors needed to overturn the initial model’s findings. This is done by estimating

breakdown points, which measure the maximum selection of unobservables relative to observ-

ables required to overturn a specific finding from the initial model. These breakdown points,

denoted as 𝛿, are presented in Table 8. According to Oster (2019), the breakdown point greater

than one (𝛿 > 1) indicates that unobservable factors are unlikely to explain the initial results.

However, Oster’s method assumes that the control variables are exogenous, which can po-

tentially be restrictive. To address this limitation, I implement the methodology proposed by

Diegert et al. (2022). This approach relaxes the exogeneity assumption by introducing a param-

eter, 𝑟𝑥, which allows us to test whether the supply shock coefficient differs from the baseline

results. According to Diegert’s method, a 𝑟𝑥 value less than 1 implies that the selection on

non-observables is weaker than the selection on observables, suggesting limited influence of

unobservable factors on the explained data. Table 8 summarizes these findings.

6.3 Geographical Clusters

Another identification issue is related to possible unobserved spatial characteristics that may

affect exposure to branch closures. Geographical locations with a similar initial share of branch

closures may share unobservables that affect self-employment dynamics over time. For example,

banks may apply similar optimization practices to their branches according to local economic

conditions.

To mitigate this issue, I use propensity score matching to divide individuals into geographical

clusters. Due to the relatively small number of observations in the CAPS database, the goal

is to cluster individuals based on their initial spatial access to bank branches. Accounting

for the low mobility of respondents in the CAPS database (only 1.15 percent of the sample
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changed their place of living within a state, i.e., county and zip code, and 0.92 percent of the

sample changed their state), I divide individuals into groups using their initial proximity of

respondents’ addresses to a bank branch.

The proximity is identified based on the minimal distance between the respondent’s place of

living and the nearest branch, the number of banks per capita at the county level, the average

number of bank employees per branch at the zip code level, and other local socioeconomic

conditions at the zip code level (percentage of those unemployed, public school quality in

the neighborhood, percentage of the population with a college degree, number of business

establishments, and the average home value). Overall, there are 20 geographical clusters in the

data, and the analysis includes fixed effects associated with these clusters.

7 Alternative Measure. The Role of Bank-Borrower Distance

Alternative measure of local credit market supply shock is the changes in the borrower-lender

distance. This approach has some benefits, including theoretical justification of this relation-

ship, and distance might be exogenous to other factors affecting entrepreneurship, like indi-

vidual risk appetite or business acumen. However, the challenge in using the borrower-lender

distance as a measure of the credit supply shock is the difficulty of proving that changes in the

distance between borrowers and lenders (which are used to approximate changes in credit sup-

ply) affect individuals’ employment decisions only through their impact on credit availability.

Other factors, such as changes in local economic conditions or the types of industries present

in a region, could also be correlated with changes in lending distances and could independently

affect employment decisions.

Distance plays a dual role in lending. On the one hand, a bank closer to a borrower enjoys

significant local market power due to the borrower’s higher transportation costs from switching

to a more distant lender (Petersen and Rajan (1994), Degryse and Ongena (2005)). On the

other hand, a bank actively monitoring a borrower incurs transportation costs from visiting the

borrower on-site, and being closer to borrowers can lower monitoring costs. These two channels

imply different relationships between distance and the cost of borrowing: interest rate and

transportation cost. When transportation costs are borne by the borrower (i.e., the borrower

visits the bank to negotiate loan terms), banks enjoy local market power over close clients, and

interest rates should fall as distance increases (local market power hypothesis). If transportation

costs are borne by the bank in its monitoring process (i.e., the bank visits the borrower to inspect

the business), then the effect of distance on interest rates depends on the pricing regime. Under
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imperfect competition, close banks enjoy an information-based monopoly that allows them

to extract rents from borrowers (Agarwal and Hauswald (2010)). Reducing bank-borrower

driving time will lead to higher bank rents due to reduced monitoring-based transportation

costs, but not higher observed interest rates. Alternatively, under perfect competition, banks

price loans according to the marginal costs of monitoring borrowers. In this case, interest

rates should decrease as distance decreases since the cost of monitoring decreases (monitoring

hypothesis). Which of these channels dominates is ultimately an empirical question. The

relationship between distance and interest rates is multifaceted and difficult to study because

other factors can also affect interest rates, such as local market power, borrower characteristics,

and the overall state of the economy.

Directly testing these two channels is difficult due to the endogenous matching between

borrowers and banks. Since these matching criteria are unobserved, they can bias the cross-

sectional association between distance and the cost of borrowing. The existing literature finds

cross-sectional evidence both consistent with the local market power hypothesis (Petersen and

Rajan (2002); Degryse and Ongena (2005)) and the monitoring hypothesis (Knyazeva and

Knyazeva (2012); Bellucci et al. (2013)). In the setting of Agarwal and Hauswald (2010),

lower distances increase interest rates and are associated with larger loan sizes. Large banks,

for example, lend to more distant and bank-dependent firms (Berger et al. (2005), Schweitzer

and Barkley (2017)). The distance itself is a matching criterion, and bank-borrower distance

depends on numerous bank and firm characteristics (Beck et al. (2019)). Banks also strategically

choose the location of branches (Kim and Vale (2001)), introducing another selection link

between distance and interest rates.

Endogenous relationships between the borrower-lender distance, interest rate, and local eco-

nomic conditions are challenging. To overcome these issues, I will use the instrumental variable

correlated with the independent variable of interest (distance) but not with the dependent vari-

able (labor market status). One promising instrumental variable is the exposure of individuals

to the merger-induced consolidation of large banks. This is because bank mergers can change

the geographical proximity between banks and borrowers, but large banks’ decision to merge

is made at the national level and exogenous to local economic conditions.

As in Nguyen (2019) and Garmaise and Moskowitz (2006), I use the exposure of individ-

uals to merger-induced consolidation of large banks as an instrumental variable for changes

in the borrower-lender distance. I consider mergers of large banks under the condition that

both banks held at least $1 billion in pre-merger assets. The instrumental variable equals one

if the individual lives in the zip code where two large banks had branches, and these banks
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went through the merge-induced consolidation at the national level. The area of the zip code is

determined by population, and the average size is 82.25 square miles (9 by 9 miles square). The

exposure of individuals to merger-induced consolidation (MIC) serves as an exogenous shock to

borrower-lender distances. These consolidations are typically driven by strategic, financial, or

regulatory considerations that are independent of individual borrower characteristics or behav-

iors, ensuring the exogeneity of the instrument. This makes it a valid instrument, addressing the

endogeneity concerns stemming from unobserved heterogeneity and omitted variable bias in the

relationship between borrower-lender distance and the dependent variable. The merge-induced

consolidation decreases bank competition in the geographical area, which may be followed by

a branch closure (Nguyen, 2019) and an increase in the borrower-lender distance.

The main idea in the empirical analysis is to exploit variations in the borrower-lender

distance (Distance) in the propensity to become self-employed (𝑌𝑖𝑗𝑠𝑡). The basic assumption

would be that in areas where the borrower-lender distance is shorter, more individuals might

choose to become self-employed, whereas in areas where credit market institutions are less

available (or become less available), more individuals might choose salaried employment. In

the first stage (Equation 7), I estimate the relationship between the borrower-lender distance18

and the binary indicator of exposure to merger-induced consolidation of large banks at the

zip-code level, average commute time to work, number of bank workers per capita19, other

individual characteristics, state-by-year fixed effects, and geographical clusters fixed effects.

The predicted value of the distance from the first stage is used in the second stage (Equation

8), where I estimate the linear probability model of switching out of self-employment.

Distance𝑖𝑗𝑠𝑘𝑡 = 𝛽1MIC𝑗𝑡 + 𝛽2𝐵𝑖𝑗𝑡 + 𝛽3𝑋𝑖𝑘𝑡 + 𝛽4𝐼𝑖𝑡−1 + 𝛽5𝑍𝑗𝑡 + 𝜖𝑠𝑡 + 𝜏𝑘 + 𝜀𝑖𝑗𝑠𝑘𝑡 (7)

𝑌𝑖𝑗𝑠𝑘𝑡 = 𝛼1
̂Distance𝑖𝑗𝑘𝑠𝑡 + 𝛼2𝑋𝑖𝑘𝑡 + 𝛼3𝐼𝑖𝑡−1 + 𝛼4𝑍𝑗𝑡 + 𝜖𝑠𝑡 + 𝜏𝑘 + 𝜀𝑖𝑗𝑠𝑘𝑡 (8)

The dependent variable 𝑌𝑖𝑗𝑠𝑘𝑡 measures entrepreneurs’ exit (or entry) at the individual level.

𝑌𝑖𝑗𝑠𝑡 is a dummy variable, which equals one if individual 𝑖 in zip code 𝑗, spatial cluster 𝑘, and

state 𝑠 was an entrepreneur in the year (𝑡− 1) and becomes non-entrepreneur in the year 𝑡 and

zero otherwise (switch to entrepreneurship in the year 𝑡). The Distance𝑖𝑡 is the geographical
18In the main specification, I use the minimum distance between borrower and lender, but for the robustness

check, I also estimate it for the average distance between the borrower and five nearest banks, ten nearest banks,

fifteen, twenty and twenty-five.
19The idea is larger number of bank workers is associated with the higher availability of loan officers.
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distance between the respondent’s home and the nearest bank.20 The model includes a full set of

state-by-year fixed effects, 𝜖𝑠𝑡, the error term, 𝜀𝑖𝑗𝑠𝑘𝑡, and zip code characteristics 𝑍𝑗𝑡. The state-

by-year fixed effects mean that comparisons between the groups of zip codes are made within the

state for each year. For ease of interpretation, the 𝑝𝑗𝑡 are standardized to have a mean of zero

and a standard deviation of one. The variable 𝐼𝑖𝑡−1 includes the previous period’s labor status

(salaried employment, incorporated and unincorporated self-employment, unemployment). The

variable 𝑋𝑖𝑡 is the set of observed covariates, including dummies for gender, marital status,

three race dummies (white, black, other), Hispanic ethnicity, four education dummies (less

than high school, high school, some college, college and above), age and a quadratic for age.

𝜏𝑘 identifies geographical clusters to control for unobserved spatial characteristics. 𝑍𝑗𝑡 includes

local economic conditions.21 All regressions are weighted by the CAPS individual-level weights,

and standard errors are bootstrapped.

The key coefficient of interest is 𝛼1, which is conditional on MIC being a valid instrument

that will yield a causal estimate of the effect of a one-percentage-point increase in borrower-

lender distance on the probability of switching out of self-employment. The model compares

whether the labor decision between exposed and unexposed areas depends on the borrower-

lender distance. Higher borrower-lender distance increases transportation or informational

costs, making lending more expensive. Following this, a negative estimate of 𝛼1 suggests that

severe credit supply shock disincentives individuals to stay in entrepreneurship more for closer

borrowers.

Table 12 show results of Equation 8. It’s the second stage results of the procedure. In the

first stage, I used the instrumental variable that equals one if the individual lives in the zip

code where two large banks had branches, and these banks went through the merge-induced

consolidation at the national level. This instrument is used for endogeneity correction of the

minimum distance between the borrower and lender22. Results indicate that the increase in the

borrower-lender distance by 1% increases the chances to leave self-employment by 5.1% and

by 3.8% to leave the incorporated self-employment. Results indicate that the changes in the

distance do not affect unincorporated businesses. If one considers other distance measures (see

Table 10). the increasing number of lending options for the borrower leads to a decrease in the
20As a robustness check, I also used the average distance to the five nearest banks, ten nearest banks, fifteen

nearest banks, and twenty nearest banks. Results are in Table 10
21The number of business establishments, the unemployment rate, the average value of the house, the share

of the population with professional, scientific, management, and administrative education at the zip-code level.
22As a robustness check, I also used the average distance to the five nearest banks, ten nearest banks, fifteen

nearest banks, and twenty nearest banks. Results are in Table 10
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switching probability. For example, the increase in the average borrower-lender distance to the

ten nearest banks by 1% increases the chances of leaving self-employment by 1.2% and by 0.8%

to leave the incorporated self-employment.

Figure 13 shows the estimated predicted probability of switching out of self-employment

depending on the change in the minimum distance between the borrower and the nearest

lender (Panel a) and the percentage increase in the borrower-lender distance (Panel b). Results

indicate that changes in the borrower-lender distance significantly affect the decision to switch

out of self-employment within seven miles (or less than a 45% increase in the distance) for both

types of self-employed. These results are similar to findings by Nguyen (2019).

8 The Heterogeneous Dynamic Effect of Supply Shocks on Self-

employment

This section examines the heterogeneity observed in the results from estimating Equation 5,

exploring these effects in different dimensions. I first investigate how the credit supply shock

affects self-employment based on individuals’ wealth. The literature (Fan and White (2003),

Fairlie and Krashinsky (2012), Fort et al. (2013), Corradin and Popov (2015)) highlights the

importance of wealth in opening and sustaining a business. I divide individual wealth into quar-

tiles and compare the effect of supply shocks among the wealthiest (above the 75th percentile)

and the least wealthy (below the 25th percentile) individuals. The wealthiest incorporated self-

employed individuals show an increased risk of exiting in the year of the most recent branch

closure (Figure 14, panel (b)). In contrast, the poorest unincorporated self-employed individu-

als show a decreased risk of exiting (panel (b)). These results confirm evidence from Levine and

Rubinstein (2017) that the selection into incorporated self-employment is based on the amount

of collateral (wealth) and access to capital.

I then examine gender differences in the responses to credit supply shocks, comparing the

results of Equation 5 for men and women. In the year of a branch closure, male self-employed

have an increased risk of exiting (Figure 15, panel (a)). For incorporated self-employment,

the risk of exiting self-employment is increased for both genders, but it is higher for males

(panel (b)). This evidence supports the previous literature (Cowling et al., 2020) showing

a lower demand for bank loans among women and a smaller reaction to credit supply shocks.

There are no gender differences in the response of unincorporated self-employed to credit supply

shocks.
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I next investigate the educational differences in responses to credit supply shocks, comparing

the results of Equation 5 for high school graduates, college dropouts, and college graduates.

Only college graduates respond to the supply shocks in the year of a branch closure. When

the supply shock increases by one standard deviation, the risk of leaving their incorporated

businesses increases up to 6 percent (Figure 16, panel (b)). There are no educational differences

in the response of unincorporated self-employed to credit supply shocks.

Last, I check the differences in the supply shock impact on native- and foreign-born self-

employed. Incorporated self-employed individuals born in the U.S. have an increased risk of

leaving self-employment compared to those who are born outside the country (Figure 17, panel

(b)). This evidence is supported by the literature (Bruder et al., 2011) investigating immigrants’

accessibility to the credit market.

9 Conclusion

This paper explores the impact of the contraction in the U.S. bank branch network and the

subsequent limited access to credit institutions on the decline in U.S. self-employment. Using

a quasi-experimental research design, I estimate the causal impact of bank branch closures on

exits from self-employment. The empirical challenge lies in separating bank-specific supply

shocks from the local decline in loan demand due to reduced entrepreneurial activities in the

area. I isolate the portion of these closures due to supply-side factors by creating a measure of

bank availability that interacts with estimated bank-specific supply shocks with their market

share at the smallest available geographical area (zip code area).

I find that the contraction of the bank branch network negatively affects the probability

of obtaining a loan and has implications on existing loan contracts. A one standard deviation

increase in the predicted supply of credit corresponds to a 1.2 percent increase in the probability

of being denied during a new loan application and a 7.2 percent increase in the risk of filing for

bankruptcy.

The supply shock has a heterogeneous effect on borrowers. Incorporated self-employed indi-

viduals who own growth-oriented businesses requiring physical capital and business loans face

a significantly high risk of exit from self-employment. A one standard deviation increase in the

predicted credit supply results in a 2.6 percent increase in the likelihood of exiting incorporated

self-employment. This effect is higher (3.9 percent) in geographical areas experiencing more

severe supply shocks. However, the adverse effects of the supply shocks are very localized,

dissipating within seven miles, and have short-term consequences for self-employment (disap-
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pearing within two years). In contrast, unincorporated self-employed individuals who own less

capital-intensive businesses do not experience significant changes due to the supply shocks.

I also compare the impact of the supply shocks on exiting self-employment based on different

individual characteristics, such as wealth, gender, education, and immigration status. The

results are largely consistent with the previous literature. Wealthier, more educated, and native-

born incorporated self-employed individuals face an increased risk of exiting self-employment

due to supply shocks. Incorporated self-employed individuals of both genders experience an

increased likelihood of exiting, but the magnitude is higher for men.
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10 Figures

Figure 1: Average Number of Branches at the Zip-Code Level

Notes. This figure shows the dynamic of the average number of branches over the years; the interval

ranges show 95 percent confidence intervals.

Figure 2: Average Distance to the Nearest Bank Branch

a) b)

Notes. The figure shows the average minimum distance between a borrower and a lender, estimated

from the CAPS database and the FDIC’s SOD database (miles). For each yearly observation on the

graph (the dots), the interval ranges show 95 percent confidence intervals.
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Figure 3: Dynamic of Self-Employment in the U.S.

a)
b)

Notes. Panel (a) shows the number of self-employed unincorporated (the left y-axis) and incorporated

(the right y-axis) individuals from the Current Population Survey (thousands, seasonally adjusted).

Panel (b) shows the self-employment rate as a proportion of the total employment made up of unin-

corporated (the left y-axis) and incorporated (the right y-axis) self-employed workers from the CPS

(thousands, seasonally adjusted).

Figure 4: De-trended Dynamic of Self-Employment the U.S.

a) b)

Notes. Both panels show the de-trended dynamics of self-employment using the Hodrick-Prescott

filter. On the panel (a), the total number of self-employed individuals (𝑦𝑡) (incorporated and un-

incorporated) was separated into a deterministic time trend (𝜏𝑡) and cyclical components (𝑐𝑡), such

that 𝑦𝑡 = 𝜏𝑡 + 𝑐𝑡 + 𝜖𝑡, where 𝜖𝑡 is the error component. The Hodrick-Prescott filter is implemented

to identify the time trend and the cyclical component. It’s the optimization problem’s solution that

minimizes the cyclical component’s variance subject to a smoothness penalty on the trend component.

argmin𝜏𝑡
∑︀𝑇

𝑡=1

(︁
(𝑦𝑡 − 𝜏𝑡)

2 + 𝜆
∑︀𝑇−1

𝑡=2 [(𝜏𝑡+1 − 𝜏𝑡)− (𝜏𝑡 − 𝜏𝑡−1)]
2
)︁
, where 𝜆 is the smoothing parameter,

controlling the trade-off between fitting the data closely and the smoothness of the trend component.

For the annual data, 𝜆 is set to 6.25. Panel (a) shows separately the trend components and the cy-

cle components for unincorporated (the left y-axis) and incorporated (the right y-axis) self-employed.

Panel (b) shows only the trend component of the self-employment rate for unincorporated (blue dots,

the left y-axis) and incorporated (red dots, the right y-axis) individuals.
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Figure 5: Location of All Banks in the U.S.

a) 2003 b) 2014

Notes. The figures show the location of all banks and branches from the FDIC’s SOD database (red

dots). In 2003, there were 87,279 bank locations listed in the FDIC’s SOD database; in 2014, there

were 94,521 bank locations listed in it.

Figure 6: Location of All Banks in the U.S. and Hot Spot Analysis

a) 2003 b) 2014

Notes. The figures show the location of all banks and branches from the FDIC’s SOD database (red

dots) and the hot spot analysis created in ArcGis (blue areas). In 2003, there were 87,279 bank

locations listed in the FDIC’s SOD database; in 2014, there were 94,521 bank locations listed in it.

The hot spot analysis shows the z-score for the Getis-Ord Gi* statistic for each location in a dataset.

Red areas tell where bank locations with high values cluster spatially; these areas are hot spots with

99 percent confidence, and white areas are not significant. Blue areas are cold spots with 99 percent

confidence.

The z-score for the Getis-Ord Gi* statistic was calculated using ArcGIS tools. The formula for the

z-score is

𝐺*
𝑖 =

∑︀𝑛
𝑗=1𝑤𝑖,𝑗𝑥𝑗 −

∑︀𝑛
𝑗=1 𝑥𝑗
𝑛

∑︀𝑛
𝑗=1𝑤𝑖,𝑗√︁∑︀𝑛

𝑗=1 𝑥
2
𝑗

𝑛 −
∑︀𝑛

𝑗=1 𝑥𝑗
𝑛

√︂
𝑛
∑︀𝑛

𝑗=1 𝑤
2
𝑖,𝑗−(

∑︀𝑛
𝑗=1 𝑤𝑖,𝑗)

2

𝑛−1

,

where 𝑥𝑗 is the attribute value of feature 𝑗, 𝑤𝑖,𝑗 is the spatial weight between features 𝑖 and 𝑗, and 𝑛

is equal to the total numbers of features. To be a statistically significant hot spot, a feature should

have a high value and be surrounded by other features with high values as well.
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Figure 7: Dynamic of Average Supply Shocks

Notes. This figure shows the dynamic of average supply shocks over the years; the interval ranges

show 95 percent confidence intervals.

Figure 8: Branch Closure Intensity: Visualizing the Density of Closures Across Zip-Codes

a) b)

Notes. The figures show the intensity of supply shocks in 2004 (a) and 2014 (b). Blue dots reflect

more severe supply shock (more branches closed), whereas orange dots show less intensive supply shock

(fewer branches closed).
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Figure 9: Event-Study Analysis

a) b)

Notes. Each dot pertains to the predicted probability of the transition from/to self-employment

based on an event-study analysis. Panel (a) depicts the predicted exit rate from incorporated self-

employed to any other type of employment as a share of incorporated self-employed in t. Panel (b)

plots the predicted exit rate from unincorporated self-employed to any other type of employment as

a share of unincorporated self-employed in t. Event time is defined as the year when the closure of

a bank branch occurred at the zip code level, and there was no closure of branches two years before.

The probability model is linear and controls for each year before and after the event (the categorical

timeline), a quadratic polynomial of current age, and calendar year fixed effects. The plotted dots

are the coefficients on the timeline variable plus the average predicted share evaluated at timeline = 0

(which is the omitted category). Only four points before and after the event are shown.
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Figure 10: Self-employment and Supply Shocks

Notes. Panel (a) shows the predictive probability of switching to (or staying in) self-employment from

Equation 4. The red line reports predictive probabilities for the incorporated self-employed, the green

line for the unincorporated self-employed, the blue line for wage employees, and the orange line for

individuals who are out of the labor force. Panel (b) shows the predictive probability of switching from

self-employment from Equation 4. The red line reports predictive probabilities for the incorporated

self-employed and the green line for the unincorporated self-employed.

Figure 11: Marginal Effect of Supply Shocks on the Predicted Probability of Exiting En-

trepreneurship

Notes. This figure shows the marginal effect of supply shocks on the predicted probability of exiting

entrepreneurship, obtained from estimating Equation 5. Bars show 95 percent confidence intervals,

and 𝜏 = 0 is the year of the most recent closure of bank branches. All regressions are weighted by

CAPS individual-level weights, and standard errors are bootstrapped.
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Figure 12: Marginal Effect of Supply Shock Quartiles on the Predicted Probability of Exiting

Self-employment

a)

b) c)

Notes. This figure shows the marginal effect of supply shocks on the predicted probability of exiting

self-employment, obtained from estimating Equation 6. Bars show 95 percent confidence intervals,

and 𝜏 = 0 is the year of the most recent closure of bank branches. Panel (a) shows the results

of Equation 6 when the dependent variable is exiting self-employment (combining incorporated and

unincorporated businesses). Panel (b) shows the results of Equation 6 when the dependent variable is

exiting incorporated self-employment. Panel (c) shows the results of Equation 6 when the dependent

variable is exiting unincorporated self-employment. All regressions are weighted by CAPS individual-

level weights, and standard errors are bootstrapped.
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Figure 13: The Marginal Effect of Branch Closure on the Predicted Probability of Switching

a) b)

Notes. The figure shows the estimated predicted probability of switching out of self-employment

depending on the minimum distance between the borrower and the nearest lender (Panel a) and the

percentage increase in the borrower-lender distance (Panel b). For each estimated probability on the

graph (the dot), the interval ranges show a 95% confidence interval.
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Figure 14: Marginal Effect of Supply Shocks on the Predicted Probability of Exiting Self-

employment, by Wealth

a)

b) c)

Notes. This figure shows the marginal effect of supply shocks on the predicted probability of exiting

self-employment. Bars show 95 percent confidence intervals, and 𝜏 = 0 is the year of the most recent

closure of bank branches. Panel (a) shows the results of Equation 5 when the dependent variable is

exiting self-employment (combining incorporated and unincorporated businesses). Panel (b) shows the

results of the equation when the dependent variable is exiting incorporated self-employment. Panel

(c) shows the results of the equation when the dependent variable is exiting unincorporated self-

employment. All regressions are weighted by CAPS individual-level weights, and standard errors are

bootstrapped.
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Figure 15: Marginal Effect of Supply Shocks on the Predicted Probability of Exiting Self-

employment, by Gender

a)

b) c)

Notes. This figure shows the marginal effect of supply shocks on the predicted probability of exiting

self-employment. Bars show 95 percent confidence intervals, and 𝜏 = 0 is the year of the most recent

closure of bank branches. Panel (a) shows the results of Equation 5 when the dependent variable is

exiting self-employment (combining incorporated and unincorporated businesses). Panel (b) shows the

results of the equation when the dependent variable is exiting incorporated self-employment. Panel

(c) shows the results of the equation when the dependent variable is exiting unincorporated self-

employment. All regressions are weighted by CAPS individual-level weights, and standard errors are

bootstrapped.
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Figure 16: Marginal Effect of Supply Shocks on the Predicted Probability of Exiting Self-

employment, by Education

a)

b) c)

Notes. This figure shows the marginal effect of supply shocks on the predicted probability of exiting

self-employment. Bars show 95 percent confidence intervals, and 𝜏 = 0 is the year of the most recent

closure of bank branches. Panel (a) shows the results of Equation 5 when the dependent variable is

exiting self-employment (combining incorporated and unincorporated businesses). Panel (b) shows the

results of the equation when the dependent variable is exiting incorporated self-employment. Panel

(c) shows the results of the equation when the dependent variable is exiting unincorporated self-

employment. All regressions are weighted by CAPS individual-level weights, and standard errors are

bootstrapped.
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Figure 17: Marginal Effect of Supply Shocks on the Predicted Probability of Exiting Self-

employment, by Place of Birth

a)

b) c)

Notes. This figure shows the marginal effect of supply shocks on the predicted probability of exiting

self-employment. Bars show 95 percent confidence intervals, and 𝜏 = 0 is the year of the most recent

closure of bank branches. Panel (a) shows the results of Equation 5 when the dependent variable is

exiting self-employment (combining incorporated and unincorporated businesses). Panel (b) shows the

results of the equation when the dependent variable is exiting incorporated self-employment. Panel

(c) shows the results of the equation when the dependent variable is exiting unincorporated self-

employment. All regressions are weighted by CAPS individual-level weights, and standard errors are

bootstrapped.
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11 Tables

Table 1: Summary Statistics for Trends in Self-Employment (Incorporated vs. Unincorporated)

Year Total Number, Rate

thousands (total number SE /LF)

Unincorporated 2003 10295 9.09%

2015 9508 7.8%

Incorporated 2003 4956 4.3%

2015 5486 4.5%

Total 2003 15252 13.4%

2015 14994 12.3%

Notes. This table shows the total number of self-employed individuals and self-employment

rate by year and type of self-employment. Data source: BLS, Current Population Survey.

Table 2: Transition Matrix Between Labor Markets, Based on Business Type (Incorporated vs.

Unincorporated)

Paid-employed Incorp self-employed Unincorp self-employed Non-employed Total

at t+1 at t+1 at t+1 at t+1 at t+1

Paid-employed at t 94.38% 0.72% 1.08% 3.82% 84.7%

19467 148 223 788 20626

Incorp self-employed at t 21.68% 56.26% 17.76% 4.3% 2.20%

116 301 95 23 535

Unincorp self-employed at t 23.09% 16.59% 55.12% 5.19% 2.85%

160 115 382 36 693

Non-employed at t 26.7% 1.08% 1.32% 70.9% 10.26%

667 27 33 1771 2498

Total at t 83.81% 2.43% 3.01% 10.75% 100%

20410 591 733 2618 24352

Notes. This table shows the average annual probabilities of transitioning from status 𝑗 at

time 𝑡 to status 𝑘 at period 𝑡 + 1. The definition of types of self-employment is based on the

business type. The incorporated self-employed are owners of incorporated businesses, and the

unincorporated self-employed are owners of unincorporated businesses.
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Table 3: Summary Statistics

Paid-E Incorp SE Unincorp SE NE

Age** 39.51 40.02 41.11 42.68

(10.28) (9.66) (9.82) (11.61)

Female*** 0.53 0.37 0.48 0.66

Married*** 0.58 0.74 0.63 0.45

Number of kids*** 1.03 1.34 1.05 1.08

(1.18) (1.34) (1.25) (1.25)

Number of HH members* 1.88 1.97 1.91 1.91

(0.78) (0.67) (0.81) (0.95)

Race: White*** 0.64 0.76 0.68 0.50

Black 0.24 0.13 0.16 0.33

Other*** 0.12 0.11 0.16 0.17

Ethnicity: Hispanic* 0.14 0.14 0.17 0.17

Years of schooling 14.73 15.01 14.71 14.27

(3.52) (3.56) (3.52) (4.08)

Distance to the nearest bank**, miles 1.22 1.47 1.29 1.1

(1.56) (1.78) (1.62) (1.39)

Number of banks within 5 miles*** 36.13 40.43 32.21 31.72

(40.04) (59.30) ( 42.27) (42.24)

Number of bank workers per 1000 pop. 0.29 0.32 0.30 0.26

(0.14) (0.26) (0.12) (0.22)

Total assets***, 2014 $ 15 801.6 43 507.91 25 598.05 9 019.31

(45 536.39) (118 841.8) (73 625.28) (35 357.12)

Number of branch closures*** 0.035 0.036 0.029 0.023

(0.193) (0.241) (0.169) (0.159)

Supply Shock(z-score) *** 0.003 0.026 0.052 0.009

(0.987) (0.963) (1.034) (0.972)

Notes. This table shows summary statistics. Stars (*) shows p-values for the t-test of mean differences

between incorporated and unincorporated self-employment, where *** denotes significance at the 1

percent level, ** at the 5 percent level, and * at the 10 percent level. The number of banks per 1,000

population is calculated at the state level. The table indicates that the distance is in miles. The total

assets are the sum of non-housing and housing assets adjusted for inflation.
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Table 4: Supply Shocks and Access to Credit

Credit Products

Credit Card Charge Card Refinance Mortgage

(1) (2) (3)

Supply Shock -0.022*** -0.023*** -0.001***

(0.003) (0.003) (0.00002)

Observations 33,160 33,201 16,804

Reduction in Access to Credit

Application for new credit Reduction in the Available Being Asked to Pay Off Filing

has been denied Limit for Credit Cards Remaining Balance Bankruptcy

(4) (5) (6) (7)

Supply Shock 0.005*** 0.009** 0.0008** 0.003***

(0.00004) (0.004) (0.0003) (0.0009)

Observations 8,568 8,385 8,571 29,559

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes. The table presents results from the linear probability model Equation 3. The dependent

variables are dummy variables that equal one if the respondent applied for a new credit card,

opened a new charge card, refinanced a mortgage, had an application for a new credit rejected,

had the available limit for credit cards reduced, was asked to pay off the remaining loan balance,

or filed bankruptcy in the last 12 months. The full estimates of Equation 3 are presented in

Table 16.
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Table 5: Correlation Matrix

Out ISE Out USE B-L distance Supply shock Number of closures

Out ISE

Out USE -0.0131***

(0.0013)

B-L distance 0.0031 -0.0038

(0.5632) (0.4781)

Supply shock 0.0039*** -0.0032 0.0031

(0.0004) (0.5672) (0.5785)

Number of closures 0.0035 -0.0031 0.0056 0.0189***

(0.4987) (0.5478) (0.2889) (0.0006)

Notes. Each cell in the table contains a numerical value representing the correlation coefficient between

the variables indicated by the respective row and column, with three asterisks (***) denoting statistical

significance at the 1% level. Parentheses contain standard errors.
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Table 6: Effect of Supply Shocks. Part I

(1) (2) (3)

Out of E Out of ISE Out of USE

Previous labor status

PE 0.470*** 0.466*** 0.004

(0.007) (0.004) (0.005)

ISE 0.524*** 0.0004 0.523***

(0.006) (0.004) (0.004)

USE -0.004 -0.005** 0.0004

(0.004) (0.002) (0.003)

Supply Shock:

Supply Shock 0.017*** 0.026*** -0.04

(0.001) (0.0008) (0.123)

Other Explanatory Variables

Number of bank workers 0.004 0.039* -0.036

(0.036) (0.024) (0.027)

Owner of house -0.011*** -0.004** -0.007***

(0.003) (0.002) (0.002)

Number of banks 15.22* 2.641 12.85*

(9.134) (6.140) (6.912)

Large durable assets -0.002** -0.002*** -0.0002

(0.001) (0.0008) (0.0008)

Diff in wages -0.003 -8.94e-05 -0.003

(0.007) (0.004) (0.005)
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Table 7: Effect of Supply Shocks. Part II

(1) (2) (3)

Out of E Out of ISE Out of USE

Age -0.002 -0.0002 -0.001

(0.001) (0.001) (0.001)

Age sq. 1.53e-05 3.18e-06 1.22e-05

(1.09e-05) (7.26e-06) (8.22e-06)

Race (Black) 0.002 0.003 -0.001

(0.004) (0.003) (0.003)

Race (Other) 0.003 0.003 -0.001

(0.004) (0.003) (0.003)

Hispanic 0.0127*** 0.006** 0.007**

(0.004) (0.003) (0.003)

Female 0.003 0.003* 0.001

(0.002) (0.002) (0.002)

Married -0.002 0.003 -0.004

(0.004) (0.003) (0.003)

1 child -0.004 -0.002 -0.001

(0.004) (0.003) (0.003)

Less than 4 kids -0.004 -0.003 -0.001

(0.003) (0.002) (0.002)

More than 4 kids -0.0003 -0.004 0.004

(0.011) (0.007) (0.008)

2 adults in HH 0.007** 0.001 0.006**

(0.003) (0.002) (0.003)

Less than 4 adults in HH 0.006 -0.0001 0.006

(0.005) (0.004) (0.004)

More than 4 adults in HH 0.011 -0.003 0.014*

(0.011) (0.007) (0.008)

Local Economic Conditions

Unemployment -1.63e-07 -6.33e-08 -1.03e-07

(1.37e-07) (9.15e-08) (1.04e-07)

% of college grads 0.018 -0.001 0.018

(0.027) (0.018) (0.021)

lnGDP 0.024** -0.0004 0.024***

(0.01) (0.007) (0.008)

Number of business est 3.07e-07 9.68e-08 2.14e-07

(2.81e-07) (1.88e-07) (2.13e-07)

Observations 36,984 36,635 36,526

R-squared 0.497 0.470 0.526
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Table 8: Effect of Supply Shocks. Part III

(1) (2) (3)

Out of E Out of ISE Out of USE

Panel B: Sensitivity analysis (exogenous controls)

Breakdown point 2.45 5.81 8.36

Panel C: Sensitivity analysis (endogenous controls)

𝑟𝑥 0.983 0.983 0.884

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes. The table presents the results from estimating Equation 4. The dependent variable is a binary

indicator of the individual switch from self-employment in year (𝑡− 1) to non-SE in year 𝑡. Column 1

presents estimates for both types of self-employed, column 2 for the incorporated self-employed, and

column 3 for the unincorporated self-employed. The following variables are included but not shown:

spatial cluster fixed effects and state-by-year fixed effects. All regressions are weighted by CAPS

individual-level weights, and standard errors are bootstrapped.
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Table 9: Dynamic Effect of Supply Shocks

Out of E Out of ISE Out of USE

Previous labor status:

PE 0.464*** 0.455*** 0.012

(0.013) (0.009) (0.009)

ISE 0.688*** 0.003 0.687***

(0.013) (0.011) (0.009)

USE -0.003 -0.003 -0.0004

(0.008) (0.006) (0.005)

Supply Shock:

Supply Shock 0.142*** 0.102*** -0.004

(0.012) (0.008) (0.008)

Dynamic Effect:

𝜏 = −4#Supply Shock 0.010 0.016 -0.006

(0.013) (0.009) (0.009)

𝜏 = −3#Supply Shock 0.015 0.013 0.003

(0.012) (0.009) (0.008)

𝜏 = −2#Supply Shock 0.017 0.012 0.005

(0.012) (0.009) (0.008)

𝜏 = −1#Supply Shock 0 0 0

(0) (0) (0)

𝜏 = 0#Supply Shock 0.029** 0.026*** 0.003

(0.013) (0.009) (0.009)

𝜏 = 1#Supply Shock 0.010 0.004 0.006

(0.013) (0.009) (0.009)

𝜏 = 2#Supply Shock -0.006 0.005 -0.011

(0.013) (0.009) (0.009)

𝜏 = 3#Supply Shock -0.011 -0.0007 -0.009

(0.013) (0.009) (0.009)

𝜏 = 4#Supply Shock -0.004 -0.001 -0.003

(0.014) (0.011) (0.009)

𝜏 = 5#Supply Shock 0.014 0.007 0.007

(0.013) (0.009) (0.009)

Observations 36,984 36,635 36,526

R-squared 0.623 0.502 0.713

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes. The table presents the results from estimating Equation 5. The dependent variable is a binary

indicator of the individual switch from self-employment in year (𝑡− 1) to non-SE in year 𝑡. Column 1

presents estimates for both types of self-employed, column 2 for the incorporated self-employed, and

column 3 for the unincorporated self-employed. The following variables are included but not shown:

dummies for the nth year before and after the recent closure of the bank at the zip code level, individual

characteristics (dummies for gender, marital status, three race dummies (white, black, other), Hispanic

ethnicity, four education dummies (less than high school, high school, some college, college and above),

age (and a quadratic for age), spatial cluster fixed effects, state-by-year fixed effects, local economic

conditions (the number of unincorporated self-employed, normalized by the prime age population), the

number of business establishments, the unemployment rate, the average value of houses, and the share

of the population with professional, scientific, management, and administrative education at the zip

code level). All regressions are weighted by CAPS individual-level weights, and standard errors are

bootstrapped.
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Table 10: Role of Borrower-Lender Distance. Alternative Measures of The Distance

Out of E Out of ISE Out of USE
̂Log(Distance) 0.0517* 0.0381* 0.0140

(0.0311) (0.0210) (0.0234)
̂Log(Distance 5) 0.0149* 0.0100* 0.0049

(0.0084) (0.0057) (0.0064)
̂Log(Distance 10) 0.0124* 0.0083* 0.0042

(0.0072) (0.0048) (0.0055)
̂Log(Distance 15) 0.0119* 0.0079* 0.0039

(0.0069) (0.0046) (0.0053)
̂Log(Distance 20) 0.0111* 0.0081* 0.0041

(0.0070) (0.0047) (0.0053)

Observations 36,984 36,635 36,526

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes. The table presents the results from the second stage of 2SLS procedure estimating Equation

8 for different distance measures, such as the minimum borrower-bank distance (Log(Distance)), the

average distance to the five nearest banks (Log(Distance 5)), to the ten nearest banks (Log(Distance

10)), to the fifteen nearest banks (Log(Distance 15)), and to the twenty nearest banks (Log(Distance

20)). The dependent variable is a binary indicator of the individual switch from self-employment in

year (𝑡− 1) to non-SE in year 𝑡. Column 1 presents estimates for both types of self-employed, column

2 for the incorporated self-employed, and column 3 for the unincorporated self-employed. Distance

measures are predicted values from the first stage (see Equation 7). The following variables are included

but not shown: individual characteristics (dummies for gender, marital status, three race dummies

(white, black, other), Hispanic ethnicity, four education dummies (less than high school, high school,

some college, college and above), age (and a quadratic for age), spatial cluster fixed effects, state-by-

year fixed effects, local economic conditions (the number of unincorporated self-employed, normalized

by the prime age population), the number of business establishments, the unemployment rate, the

average value of houses, and the share of the population with professional, scientific, management, and

administrative education at the zip code level). All regressions are weighted by CAPS individual-level

weights and standard errors are bootstrapped.
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Table 11: Role of borrower-lender distance. First Stage.

Log(Distance) log (Distance 5) log (Distance 10) log (Distance 15) log (Distance 20)

= 1 if leaves in zip-code exposed to MIC 0.0149** 0.0174** 0.0136** 0.000652** 0.00764**

(0.0041) (0.0085) (0.0084) (0.0073) (0.0063)

Mean travel time to work in minutes 0.00744*** 0.0271*** 0.0328*** 0.0340*** 0.0333***

(0.000596) (0.000863) (0.000862) (0.000843) (0.000825)

Number of bank workers per capita, county level -1.815*** -0.919*** -0.628*** -0.501*** -0.388***

(0.0385) (0.0547) (0.0546) (0.0534) (0.0523)

Owner of house 0.0412*** 0.111*** 0.0924*** 0.0836*** 0.0731***

(0.00784) (0.0117) (0.0117) (0.0114) (0.0112)

Number of banks per capita, state level 903.4*** 513.4*** 426.6*** 379.7*** 370.7***

(21.89) (33.91) (33.86) (33.12) (32.39)

Large durable assets -0.117*** -0.0553*** -0.0280*** -0.0189*** -0.0136***

(0.00260) (0.00376) (0.00376) (0.00367) (0.00359)

Diff in wages -1.031*** -0.538*** -0.329*** -0.223*** -0.163***

(0.0135) (0.0195) (0.0194) (0.0190) (0.0186)

Age -0.186*** -0.101*** -0.0703*** -0.0599*** -0.0540***

(0.00214) (0.00312) (0.00312) (0.00305) (0.00298)

Age sq. 0.00161*** 0.000877*** 0.000626*** 0.000546*** 0.000500***

(2.26e-05) (3.30e-05) (3.29e-05) (3.22e-05) (3.15e-05)

Race (Black) -0.661*** -0.360*** -0.279*** -0.251*** -0.245***

(0.00745) (0.0108) (0.0108) (0.0106) (0.0103)

Race (Other) -0.192*** -0.171*** -0.145*** -0.130*** -0.130***

(0.0105) (0.0152) (0.0152) (0.0148) (0.0145)

Hispanic -0.107*** -0.0820*** -0.0689*** -0.0612*** -0.0498***

(0.0108) (0.0157) (0.0157) (0.0154) (0.0150)

Female 0.0598*** 0.00809 0.00241 0.000854 -0.00212

(0.00598) (0.00865) (0.00864) (0.00845) (0.00826)

Married -0.583*** -0.288*** -0.174*** -0.129*** -0.105***

(0.00882) (0.0128) (0.0128) (0.0125) (0.0122)

1 child 0.654*** 0.356*** 0.263*** 0.216*** 0.188***

(0.00781) (0.0113) (0.0113) (0.0110) (0.0108)

Less than 4 kids -0.0581*** -0.0324*** -0.0106 0.00730 0.0188*

(0.00745) (0.0108) (0.0108) (0.0105) (0.0103)

More than 4 kids 0.693*** 0.376*** 0.348*** 0.328*** 0.313***

(0.0264) (0.0377) (0.0376) (0.0368) (0.0360)

2 adults in HH -0.0382*** -0.00306 -0.00318 0.00656 0.00469

(0.00852) (0.0124) (0.0124) (0.0121) (0.0118)

Less than 4 adults in HH 0.906*** 0.505*** 0.345*** 0.282*** 0.243***

(0.0106) (0.0154) (0.0153) (0.0150) (0.0147)

More than 4 adults in HH 0.722*** 0.418*** 0.326*** 0.314*** 0.282***

(0.0258) (0.0387) (0.0386) (0.0378) (0.0369)

Unemployment -2.03e-05*** -1.23e-05*** -8.86e-06*** -7.34e-06*** -6.37e-06***

(2.95e-07) (4.25e-07) (4.25e-07) (4.15e-07) (4.06e-07)

% of college grads 6.498*** 2.767*** 1.469*** 0.941*** 0.649***

(0.0328) (0.0476) (0.0476) (0.0465) (0.0455)

lnGDP -0.962*** -0.471*** -0.343*** -0.255*** -0.197***

(0.0257) (0.0384) (0.0384) (0.0375) (0.0367)

Number of business est 4.96e-05*** 2.56e-05*** 1.57e-05*** 1.14e-05*** 8.68e-06***

(5.27e-07) (7.60e-07) (7.59e-07) (7.43e-07) (7.26e-07)

Observations 17,037 16,370 16,370 16,370 16,370

R-squared 0.774 0.348 0.250 0.228 0.220

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes. The table presents the results from the first stage of 2SLS procedure estimating Equation

7. The following variables are included but not shown: spatial cluster fixed effects and state-by-year

fixed effects. All regressions are weighted by CAPS individual-level weights, and standard errors are
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Table 12: Role of borrower-lender distance. Main Model. Part I

Out of E Out of ISE Out of USE
̂Log(Distance) 0.0517* 0.0381* 0.0140

(0.0311) (0.0210) (0.0234)

Previous Labor Status

PE 0.482 0.480*** 0.00232

(0.326) (0.00434) (0.00527)

ISE 0.529*** 0.000865 0.528***

(0.00571) (0.00411) (0.00429)

USE -0.00498 -0.00509** 0.000113

(0.00337) (0.00226) (0.00255)

Other Explanatory Variables

Number of bank workers 0.345* 0.277** 0.0700

(0.198) (0.133) (0.149)

Owner of house -0.0108*** -0.00467** -0.00619***

(0.00314) (0.00211) (0.00237)

Number of banks -41.91 -37.78* -4.164

(32.96) (22.19) (24.83)

Large durable assets 0.00496 0.00290 0.00206

(0.00411) (0.00277) (0.00309)

Diff in wages 0.0576* 0.0417* 0.0164

(0.0338) (0.0228) (0.0255)
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Table 13: Role of borrower-lender distance. Main Model. Part II

Out of E Out of ISE Out of USE

Other Explanatory Variables

Age 0.00890 0.00714* 0.00182

(0.00606) (0.00408) (0.00456)

Age sq. -7.41e-05 -6.00e-05* -1.45e-05

(5.25e-05) (3.53e-05) (3.95e-05)

Race (Black) 0.0380* 0.0282** 0.0100

(0.0211) (0.0142) (0.0159)

Race (Other)Other 0.0114 0.0112** 0.000242

(0.00740) (0.00498) (0.00558)

Hispanic 0.0190*** 0.00933*** 0.00990**

(0.00528) (0.00357) (0.00398)

Female -0.00150 -3.17e-05 -0.00144

(0.00310) (0.00208) (0.00234)

Married 0.0319 0.0264** 0.00581

(0.0199) (0.0134) (0.0150)

1 child -0.0406* -0.0282* -0.0128

(0.0214) (0.0144) (0.0161)

Less than 4 kids 0.00116 0.000442 0.000712

(0.00375) (0.00251) (0.00284)

More than 4 kids -0.0417 -0.0325* -0.00907

(0.0258) (0.0174) (0.0193)

2 adults in HH 0.00736** 0.00184 0.00555**

(0.00336) (0.00225) (0.00253)

Less than 4 adults in HH -0.0482 -0.0369* -0.0118

(0.0298) (0.0201) (0.0225)

More than 4 adults in HH -0.0352 -0.0353** -0.000129

(0.0259) (0.0174) (0.0196)

Local Economic Conditions

Unemployment 9.91e-07 7.65e-07* 2.30e-07

(6.85e-07) (4.62e-07) (5.16e-07)

% of college grads -0.355* -0.262* -0.0957

(0.213) (0.144) (0.160)

lnGDP 0.0606** 0.0265 0.0345*

(0.0253) (0.0170) (0.0191)

Number of business est -2.55e-06 -1.96e-06* -6.05e-07

(1.68e-06) (1.14e-06) (1.27e-06)

Observations 14,785 14,626 14,614

R-squared 0.486 0.463 0.519

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes. The table presents the results from the second stage of 2SLS procedure estimating Equation

8. The dependent variable is a binary indicator of the individual switch from self-employment in year

(𝑡 − 1) to non-SE in year 𝑡. Column 1 presents estimates for both types of self-employed, column

2 for the incorporated self-employed, and column 3 for the unincorporated self-employed. Variable

̂Log(Distance) is instrumented from the first stage (see Equation 7 and Table 11). The following

variables are included: spatial cluster fixed effects and state-by-year fixed effects. All regressions are

weighted by CAPS individual-level weights, and standard errors are bootstrapped.
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A Theoretical Model

In this model, time is discrete. In contrast to Evans and Jovanovic (1989) and Levine and

Rubinstein (2018), I abstract to a stylized two-period model to clarify predictions, although the

extension to the infinite horizon is straightforward. The first category of self-employed includes

owners of businesses that demand entrepreneurial skills, physical capital, and business loans.

Examples of the incorporated self-employed are computer programmers, lawyers, doctors, and

real estate managers. For the second category, in contrast with Levine and Rubinstein (2018),

who argue that this category of self-employed individuals requires “none or little entrepreneurial

ability, physical capital, and liquidity” and is driven mainly through non-pecuniary benefits of

self-employment, I use a different definition23. I model the unincorporated self-employed as non-

entrepreneurs and owners of businesses who operate without business loans. In other words,

the agent either does not have enough collateral to access the credit market, or they can use

their own initial wealth to start a business (as long as it is not capital intensive). Examples of

the unincorporated self-employed are tutors, babysitters, and maintenance workers.

Agents live for two periods - the present (𝑡) and the future (𝑡+1)24. Each period, the agent

can be in one of three labor states: incorporated self-employed (𝑗 = 𝐼𝑆𝐸), unincorporated

self-employed (𝑗 = 𝑈𝑆𝐸), or paid employed worker (𝑗 = 𝑃𝐸). The set of all possible choices

for the agent:

𝐽 ={(𝑃𝐸𝑡, 𝑃𝐸𝑡+1); (𝑃𝐸𝑡, 𝐼𝑆𝐸𝑡+1); (𝑃𝐸𝑡, 𝑈𝑆𝐸𝑡+1); (𝐼𝑆𝐸𝑡, 𝑃𝐸𝑡+1); (𝐼𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1);

(𝐼𝑆𝐸𝑡, 𝑈𝑆𝐸𝑡+1); (𝑈𝑆𝐸𝑡, 𝑃𝐸𝑡+1); (𝑈𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1); (𝑈𝑆𝐸𝑡, 𝑈𝑆𝐸𝑡+1)}

Each period employment type-specific uncertainty (𝜖𝑗𝑡 and 𝜖𝑗𝑡+1) realizes. For simplicity in
23In the literature (Evans and Jovanovic (1989), Levine and Rubinstein (2018)), the self-employed are divided

broadly into two categories: entrepreneurs and other self-employed. Entrepreneurs possess and manage capital-

and skill-intensive businesses, while other self-employed individuals operate ventures that do not necessitate

substantial liquidity or human capital. In this paper, I’m using different divisions of self-employed into groups:

incorporated and unincorporated. These types are different in legal structure, taxation, and liability protec-

tion. Appendix C.1 provides details about the differences between these types of self-employed. Appendix C.2

discusses the financial dependence of these types of self-employed. First, an inverse relationship was shown

between the proportion of self-employed individuals and the alteration in the number of bank branches in the

local area. Second, Appendix C.2.2 provides details from the Survey of Small Business Financing. Results

show that incorporating a business increases the likelihood of using a business credit line, credit card, and

shareholders’ loan and decreases the likelihood of using the owner’s personal credit card. The findings indicate

that incorporating a business enhances the probability of utilizing a loan to purchase equipment, a business

vehicle, or a business-related mortgage.
24Period 𝑡 is the beginning of the agent’s life, and she did not participate in the labor market at period 𝑡− 1.
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describing the model, assume that the error terms are known at the beginning of the first period

so that the optimization problem may be started in terms of individual making all decisions

at the beginning of the first period, so at the beginning of the period 𝑡, the agent makes the

static labor decision 𝑗 ∈ 𝐽 for both periods. If, instead, the random variable for period 𝑡 + 1

was unknown until the beginning of that period, then the model could be extended with the

decisions in period t based on the error term distribution in period 𝑡 + 1. Assuming that the

error term for the second period is not realized until after the first period decisions are made

complicates the notation but does not change the nature of the problem or solution.

Individuals select in which labor market sector to participate based on their productivity

(ability), 𝜃, and the number of available assets, 𝑎𝑡. The agent can take a business loan only if

her amount of assets exceeds the value 𝑎𝑏 that the bank determines (see Fig.18).

Figure 18: Wealth Distribution and The Access to Credit Market

Individuals with access to financial markets (𝑎𝑡 > 𝑎𝑏) may borrow to finance some capital ac-

quisitions; others must finance their purchases from their beginning-of-period assets. At the end

of the period, individuals (a) receive revenue from any business operations, paid-employment,

and financial investments, (b) repay any loans and accrued interest, (c) pay switching cost in

period 𝑡+1 if they changed labor market sectors from period 𝑡, (d) receive interest on savings,

and (e) purchase the consumption goods. The agent is permitted to borrow at the period 𝑡

against the next period’s revenues at the period 𝑡 + 1, and any assets remaining at the end of

the period 𝑡, 𝑎𝑡+1, are carried forward to the next period, 𝑡+ 1.

The individual selects the labor market sectors, her borrowing to purchase capital, and her

consumption to maximize her expected discounted utility subject to the constraints below. The

discounted utility for an individual who selects employment types 𝑗 and who consumes 𝑐𝑡 and
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𝑐𝑡+1 :

max
𝑐𝑡≥0, 𝑐𝑡+1≥0

𝑉 = 𝑈 𝑗(𝑐𝑡) + 𝛽𝑈 𝑗(𝑐𝑡+1) + 𝜖𝑗𝑡 ++𝜖𝑗𝑡+1

where 𝜖𝑗 is the choice-specific error term.

The decision rule 𝛿(𝑗):

𝛿(𝑗) = argmax
𝑗

(︀
𝑈 𝑗(𝑐𝑡) + 𝛽𝑈 𝑗(𝑐𝑡+1) + 𝜖𝑗𝑡 + 𝜖𝑗𝑡+1

)︀
Given this set-up, the budget constraints for a two-period version of the model can be most

easily derived by first determining the constraint involving the assets at the end of period 𝑡,

as dependent upon the decisions in that period, and then determining the constraint involving

consumption in period 𝑡 + 1, as dependent upon the assets carried forward to the period and

the decisions made during the period. For any labor market choice, the assets at the end of

the period 𝑡 consist of any revenue from business operations, paid employment, and interest on

financial investments minus (a) consumption expenditures and (b) any repayment of business

borrowings and the accrued interest, and the transaction costs of borrowing.

The budget constraint of self-employed worker (any type) at period 𝑡:

𝑎𝑡+1 + 𝑐𝑡 = 𝑓(𝜃, 𝑘𝑡)− 𝑟(𝑘𝑡 − 𝑎𝑡)1((𝑘𝑡 − 𝑎𝑡) ≥ 0)− (𝑘𝑡 − 𝑎𝑡)1((𝑘𝑡 − 𝑎𝑡) < 0)− 𝜓𝑡1((𝑘𝑡 − 𝑎𝑡) ≥ 0)

where 𝑐𝑡 is consumption in period 𝑡, 𝑓(𝜃, 𝑘𝑡)- the production function, 𝑘𝑡 - the amount of

capital invested in the business at period 𝑡, 𝑎𝑡+1 - savings in period 𝑡, 𝑟 - the gross cost of capital

(one plus the interest rate), 𝜃 - agent’s productivity level. If 𝑎𝑡 ≤ 𝑘𝑡 the agent is a net-borrower,

and 𝑟(𝑘𝑡− 𝑎𝑡) is the amount she repays at the end of the period; if (𝑎𝑡 ≥ 𝑘𝑡) she is a net-saver.

The model also includes the non-interest cost of borrowing, 𝜓𝑡, that may contain not only the

direct fees charged at closing, such as origination and application fees but also the indirect cost

to borrowers, such as the value of time spent preparing application documents and traveling to

the bank. The main goal of the theoretical model is to show how the decision rule, 𝛿(𝑗), may

change if the non-interest cost of borrowing, 𝜓𝑡, increases.

The paid-employed worker is allowed to take a one-period non-business loan (e.g., consumer

loan, mortgage) at a gross interest rate 𝑟𝑏 (one plus the interest rate). The budget constraint

of the paid-employed worker at period 𝑡:

𝑎𝑡+1 + 𝑐𝑡 = 𝜃𝑤𝑡 + 𝑎𝑡 + 𝑏𝑡(1− 𝑟)− 𝜓𝑡1(𝑏𝑡 ̸= 0)

where 𝑐𝑡 is consumption in period 𝑡, 𝑎𝑡 - initial wealth at period 𝑡, 𝑎𝑡+1 - savings in period

𝑡, 𝑤𝑡 is the wage at period 𝑡, 𝜃 - agent’s productivity level, 𝑏𝑡 - a one-period non-business loan,

𝑟 - the gross cost of loan (one plus the interest rate), 𝜓𝑡 - non-interest cost of borrowing.
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In the second period, the individual has no incentive to carry assets forward to the next

period, so consumption equals the revenue from all sources minus (a) any repayment of business

borrowing, accrued interest, and the transaction cost of borrowing, and (b) any switching cost

as a result of a change from the type of labor market from the first period. If at period 𝑡, the

agent was a paid worker, she pays the switching cost 𝜋𝑃𝐸𝑡 to any type of self-employed at period

𝑡 + 1. If she worked as unincorporated self-employed at period 𝑡, she pays the switching cost

𝜋𝐼𝑆𝐸𝑡 to incorporated self-employed at period 𝑡+ 1.

The budget constraint of self-employed worker (any type) at period 𝑡+ 1:

𝑐𝑡+1 = 𝑓(𝜃, 𝑘𝑡+1)− 𝑟(𝑘𝑡+1 − 𝑟𝑎𝑡+1)1 ((𝑘𝑡+1 − 𝑟𝑎𝑡+1) ≥ 0)− (𝑘𝑡+1 − 𝑟𝑎𝑡+1)1 ((𝑘𝑡+1 − 𝑟𝑎𝑡+1) < 0)−

− 𝜓𝑡+11 ((𝑘𝑡+1 − 𝑟𝑎𝑡+1) ≥ 0)− 𝜋𝑃𝐸𝑡+11
(︀
𝑦𝑡 = 𝑦𝑃𝐸

)︀
− 𝜋𝐼𝑆𝐸𝑡+1 1

(︀
(𝑦𝑡 = 𝑦𝑈𝑆𝐸) & (𝑦𝑡+1 = 𝑦𝐼𝑆𝐸)

)︀
where 𝑐𝑡+1 - consumption in period 𝑡 + 1, 𝑓(𝜃, 𝑘𝑡+1)- the production function, 𝑘𝑡+1 - the

amount of capital invested in the business at period 𝑡 + 1, 𝑎𝑡 - initial wealth at period 𝑡, 𝑎𝑡+1

- savings in period 𝑡, 𝑟 - the gross cost of capital (one plus the interest rate), 𝑟𝑎𝑡+1 - wealth

in period 𝑡 + 1, 𝜃 - agent’s productivity level. If 𝑟𝑎𝑡+1 ≤ 𝑘𝑡+1, the agent is a net-borrower,

and 𝑟(𝑘𝑡+1 − 𝑟𝑎𝑡+1)) is the amount she repays at the end of the period; if 𝑎𝑡+1 ≥ 𝑘𝑡+1, she is

a net-saver. If the agent decides to switch from paid employment to other labor states, she

has to pay the cost of switching from paid employment, 𝜋𝑃𝐸𝑡+1 that may include the cost of the

license, security deposit for office, cost of time invested in new skills. Being an incorporated

self-employed requires higher entrepreneurial skills than being unincorporated self-employed;

it means if the agent switches to incorporated self-employment, she has to pay the cost of

switching, 𝜋𝐼𝑆𝐸𝑡+1 , that includes the cost of time invested in new skills.

The budget constraint of the paid-employed worker at period 𝑡+ 1:

𝑐𝑡+1 = 𝜃𝑤𝑡+1 + 𝑟𝑎𝑡+1 + 𝑏𝑡+1(1− 𝑟)− 𝜓𝑡+11(𝑏𝑡+1 ̸= 0)

where 𝑐𝑡+1 - consumption in period 𝑡 + 1, 𝑎𝑡+1 - savings in period 𝑡, 𝑟 - the gross cost of

capital (one plus the interest rate), 𝑟𝑎𝑡+1 - wealth in period 𝑡 + 1, 𝑤𝑡+1 - the wage at period

𝑡+1, 𝜃 - agent’s productivity level, 𝑏𝑡+1 - a one-period non-business loan, 𝜓𝑡+1-non-interest cost

of borrowing.

Given the additive nature of the business revenue and any loan costs in the constraints, the

optimal capital decisions can be made separately from the consumption decisions. In either

period, a self-employed individual with access to the capital market selects the amount of capital
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that maximizes her business profit or:

Period 𝑡: max
0≤𝑘𝑡≤𝜆𝑎𝑡

[𝑓(𝜃, 𝑘𝑡)− 𝑟(𝑘𝑡 − 𝑎𝑡)1 ((𝑘𝑡 − 𝑎𝑡) ≥ 0)− (𝑘𝑡 − 𝑎𝑡)1 ((𝑘𝑡 − 𝑎𝑡) < 0)]

Period 𝑡+ 1: max
0≤𝑘𝑡+1≤𝜆𝑟𝑎𝑡+1

[𝑓(𝜃, 𝑘𝑡+1)− 𝑟(𝑘𝑡+1 − 𝑟𝑎𝑡+1)1 ((𝑘𝑡+1 − 𝑟𝑎𝑡+1) ≥ 0)−

− (𝑘𝑡+1 − 𝑟𝑎𝑡+1)1(𝑘𝑡+1 − 𝑟𝑎𝑡+1) < 0)]

Assuming that the production function is strictly concave in the capital and making the

Inada assumption that the marginal product of capital is infinity at zero, the optimal level of

capital is positive and finite and is denoted 𝑘*. If a self-employed individual (unincorporated)

does not have access to the capital markets and cannot finance the optimal capital with her

own assets, then she uses all of her assets to purchase capital. The resulting revenue is greater

than if she had used only part of the assets to purchase capital and had put the remainder in a

financial instrument earning a gross return 𝑟. As in Evans and Jovanovic (1989), I assume that

the agent can borrow an amount that is proportional to her wealth (𝑘𝑡 ≤ 𝜆𝑎𝑡 and 𝑘𝑡+1 ≤ 𝜆𝑟𝑎𝑡+1,

where 𝜆 ≥ 1). If the amount of wealth exceeds the amount required to finance (𝜆𝑎𝑡 ≥ 𝑘*𝑡 and

𝜆𝑟𝑎𝑡+1 ≥ 𝑘*𝑡+1), the remaining wealth is invested at the rate 𝑟, and it’s "unconstrained case". If

the optimal amount of capital is lower than the amount of wealth (𝜆𝑎𝑡 ≤ 𝑘*𝑡 and 𝜆𝑟𝑎𝑡+1 ≤ 𝑘*𝑡+1),

the agent borrows the maximum available amount of loan, and it is "constrained case".

Agents sort into employment type 𝑗 to maximize her utility:

𝑉 = 𝑈 𝑗(𝑐𝑡) + 𝛽𝑈 𝑗(𝑐𝑡+1) + 𝜖𝑗𝑡 + 𝜖𝑗𝑡+1

where 𝜖𝑗 is the choice-specific error term. All possible labor choices: 𝐽 = {(𝑃𝐸𝑡, 𝑃𝐸𝑡+1);

(𝑃𝐸𝑡, 𝐼𝑆𝐸𝑡+1); (𝑃𝐸𝑡, 𝑈𝑆𝐸𝑡+1); (𝐼𝑆𝐸𝑡, 𝑃𝐸𝑡+1); (𝐼𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1); (𝐼𝑆𝐸𝑡, 𝑈𝑆𝐸𝑡+1); (𝑈𝑆𝐸𝑡, 𝑃𝐸𝑡+1);

(𝑈𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1); (𝑈𝑆𝐸𝑡, 𝑈𝑆𝐸𝑡+1)}

The decision rule 𝛿(𝑗):

𝛿(𝑗) = argmax
𝑗

(︀
𝑈 𝑗(𝑐𝑡) + 𝛽𝑈 𝑗(𝑐𝑡+1) + 𝜖𝑗𝑡 + 𝜖𝑗𝑡+1

)︀
Assume that 𝑈(𝑐𝑡) = 𝑙𝑜𝑔(𝑐𝑡) and 𝜖𝑗 ∈ 𝑁(0; 1) for simplicity.

If the agent works as a paid-employed worker, her budget constraints:

Period 𝑡: 𝑎𝑡+1 + 𝑐𝑡 = 𝜃𝑤𝑡 + 𝑎𝑡 + 𝑏𝑡(1− 𝑟𝑏)− 𝜓𝑡

Period 𝑡+ 1: 𝑐𝑡+1 = 𝜃𝑤𝑡+1 + 𝑟𝑎𝑡+1 + 𝑏𝑡+1(1− 𝑟𝑏)− 𝜓𝑡+1

where 𝑐𝑡 is consumption in period 𝑡, 𝑐𝑡+1 - consumption in period 𝑡 + 1, 𝑎𝑡 - initial wealth

at period 𝑡, 𝑎𝑡+1 - savings in period 𝑡, 𝑟 - the gross cost of capital (one plus the interest rate),
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𝑟𝑎𝑡+1 - wealth in period 𝑡 + 1, 𝑤𝑡 is the wage at period 𝑡, 𝑤𝑡+1 - the wage at period 𝑡 + 1, 𝜃 -

agent’s productivity level, 𝑏𝑡 - a one-period non-business loan at period 𝑡, 𝑏𝑡+1 - a one-period

non-business loan at period 𝑡+1, 𝑟𝑏 - an gross interest rate of non-business loan, 𝜓𝑡 - non-interest

cost of borrowing at period 𝑡, 𝜓𝑡+1 - non-interest cost of borrowing at period 𝑡+ 1.

If the agent works as an incorporated self-employed worker (only if 𝑎𝑡 ≥ 𝑎𝑏, 𝑎𝑡+1 ≥ 𝑎𝑏),

she can borrow money from the bank. In this case, she maximizes her production function

(𝑓(𝜃, 𝑘𝑡) = 𝜃𝑘𝛼𝑡 , where 𝛼 < 1), making a decision about the amount of capital invested in the

business, and she can use her wealth as collateral. In this case, the agent’s budget constraints:

Period 𝑡: 𝑎𝑡+1 + 𝑐𝑡 = max
0≤𝑘𝑡≤𝜆𝑎𝑡

[𝜃(𝑘𝑡)
𝛼 − 𝑟(𝑘𝑡 − 𝑎𝑡)1((𝑘𝑡 − 𝑎𝑡) ≥ 0)− (𝑘𝑡 − 𝑎𝑡)1((𝑘𝑡 − 𝑎𝑡) < 0)−

− 𝜓𝑡1((𝑘𝑡 − 𝑎𝑡) ≥ 0)]

Period 𝑡+ 1: 𝑐𝑡+1 = max
0≤𝑘𝑡+1≤𝜆𝑟𝑎𝑡+1

[𝜃(𝑘𝑡+1)
𝛼 − 𝑟(𝑘𝑡+1 − 𝑟𝑎𝑡+1)1((𝑘𝑡+1 − 𝑟𝑎𝑡+1) ≥ 0)− (𝑘𝑡+1 − 𝑟𝑎𝑡+1)·

· 1((𝑘𝑡+1 − 𝑟𝑎𝑡+1) < 0)− 𝜓𝑡+11((𝑘𝑡+1 − 𝑟𝑎𝑡+1) ≥ 0)− 𝜋𝑃𝐸𝑡+11(𝑦𝑡 = 𝑦𝑃𝐸)− 𝜋𝐼𝑆𝐸𝑡+1 1(𝑦𝑡 = 𝑦𝑈𝑆𝐸)]

where 𝑐𝑡 is consumption in period 𝑡, 𝑐𝑡+1 - consumption in period 𝑡+ 1, 𝑘𝑡 - the amount of

capital invested in the business at period 𝑡, 𝑘𝑡+1 - the amount of capital invested in the business

at period 𝑡 + 1, 𝑎𝑡 - initial wealth at period 𝑡, 𝑎𝑡+1 - savings in period 𝑡, 𝑟 - the gross cost of

capital (one plus the interest rate), 𝑟𝑎𝑡+1 - wealth in period 𝑡+1, 𝜃 - agent’s productivity level.

If 𝑎𝑡 ≤ 𝑘𝑡 or 𝑟𝑎𝑡+1 ≤ 𝑘𝑡+1, the agent is a net-borrower, and 𝑟(𝑘𝑡 − 𝑎𝑡) or 𝑟(𝑘𝑡+1 − 𝑟𝑎𝑡+1)) is the

amount she repays at the end of the period. If (𝑎𝑡 ≥ 𝑘𝑡) or (𝑎𝑡+1 ≥ 𝑘𝑡+1), she is a net-saver,

and (𝑘𝑡− 𝑟𝑎𝑡) is the amount she has as wealth at the period 𝑡+1. If at period 𝑡 the agent was

a paid worker, she pays switching cost 𝜋𝑃𝐸𝑡 at period 𝑡 + 1. If she worked as unincorporated

self-employed at period 𝑡, she pays switching cost 𝜋𝐼𝑆𝐸𝑡 at period 𝑡 + 1. As in Evans and

Jovanovic (1989), I assume that the agent can borrow an amount that is proportional to her

wealth (𝑘𝑡 ≤ 𝜆𝑎𝑡 and 𝑘𝑡+1 ≤ 𝜆𝑟𝑎𝑡+1, where 𝜆 ≥ 1). If the amount of wealth exceeds the amount

required to finance (𝜆𝑎𝑡 ≥ 𝑘*𝑡 and 𝜆𝑟𝑎𝑡+1 ≥ 𝑘*𝑡+1), the remaining wealth is invested at the rate

𝑟, and it’s "unconstrained case". If the optimal amount of capital is lower than the amount

of wealth (𝜆𝑎𝑡 ≤ 𝑘*𝑡 and 𝜆𝑟𝑎𝑡+1 ≤ 𝑘*𝑡+1), the agent borrows the maximum available amount of

loan, and it is "constrained case".

In constrained case 𝑘*𝑡 = 𝜆𝑎𝑡 and 𝑘*𝑡+1 = 𝜆𝑟𝑎𝑡+1. In unconstrained case the amount of capital

invested in the business is higher than the amount of capital in constrained case: 𝑘*𝑡 = ( 𝑟
𝜃
)

𝛼
𝛼−1

and 𝑘*𝑡+1 = ( 𝑟
𝜃
)

𝛼
𝛼−1 . And if the agent uses her personal savings 𝑘𝑡 ≤ 𝑎𝑡 and it is lower than the

amount of capital in the contained case, therefore the agent always prefers to borrow instead

of paying out of pocket.
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Budget constraints of unconstrained incorporated self-employed worker, where 𝛾 =
(︀
𝑟
𝜃

)︀ 1
𝛼−1 :

Period 𝑡: 𝑎𝑡+1 + 𝑐𝑡 = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑎𝑡)− 𝜓𝑡

Period 𝑡+ 1: 𝑐𝑡+1 = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑟𝑎𝑡+1)− 𝜓𝑡+1 − 𝜋𝑃𝐸𝑡+11(𝑦𝑡 = 𝑦𝑃𝐸)− 𝜋𝐼𝑆𝐸𝑡+1 1(𝑦𝑡 = 𝑦𝑈𝑆𝐸)

Budget constraints of constrained incorporated self-employed worker:

Period 𝑡: 𝑎𝑡+1 + 𝑐𝑡 = 𝜃(𝜆𝑎𝑡)
𝛼 − 𝑟𝑎𝑡(𝜆− 1)− 𝜓𝑡

Period 𝑡+ 1: 𝑐𝑡+1 = 𝜃(𝜆𝑟𝑎𝑡+1)
𝛼 − 𝑟𝑎𝑡+1(𝜆− 1)− 𝜓𝑡+1 − 𝜋𝑃𝐸𝑡+11(𝑦𝑡 = 𝑦𝑃𝐸)− 𝜋𝐼𝑆𝐸𝑡+1 1(𝑦𝑡 = 𝑦𝑈𝑆𝐸)

Further analysis will investigate the role of the non-interest costs of borrowing in labor

market choices, and for the clarity of predictions, I will consider only the unconstrained case,

although the extension to the constrained case is straightforward.

If the agent works as an unincorporated self-employed worker (if 𝑎𝑡 ≤ 𝑎𝑏, 𝑎𝑡+1 ≤ 𝑎𝑏), she

cannot access the credit market. In this case, she maximizes her production function by making

decisions about the amount of capital invested in the business, but she uses assets as capital.

In this case, the agent’s budget constraints:

Period 𝑡: 𝑎𝑡+1 + 𝑐𝑡 = max
𝑘𝑡≤𝑎𝑡

[𝜃(𝑘𝑡)
𝛼]

Period 𝑡+ 1: 𝑐𝑡+1 = max
𝑘𝑡+1≤𝑟𝑎𝑡+1

[𝜃(𝑘𝑡)
𝛼]− 𝜋𝑃𝐸𝑡+11(𝑦𝑡 = 𝑦𝑃𝐸)]

Budget constraints of unincorporated self-employed worker:

Period 𝑡: 𝑎𝑡+1 + 𝑐𝑡 = 𝜃(𝑎𝑡)
𝛼

Period 𝑡+ 1: 𝑐𝑡+1 = 𝜃(𝑟𝑎𝑡+1)
𝛼 − 𝜋𝑃𝐸𝑡+11(𝑦𝑡 = 𝑦𝑃𝐸)
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A.0.1 Utility Functions for All Possible Labor Choices

• {𝐼𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1}

𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) − 𝜖(𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔

(︂
(𝑟2 + 1)(𝜃𝛾𝛼 − 𝑟𝛾) + 𝑟3𝑎𝑡 − 𝜓𝑡+1 − 𝑟2𝜓𝑡

𝑟2 + 𝑟

)︂
+ 𝛽𝑙𝑜𝑔(𝑟)

• {𝐼𝑆𝐸𝑡, 𝑃𝐸𝑡+1}

𝑈 (𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1) − 𝜖(𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔

(︂
𝑟𝜃𝛾𝛼 − 𝑟2(𝛾 − 𝑎𝑡)− 𝑟𝜓𝑡 + 𝜃𝑤𝑡+1 + 𝑏𝑡+1(1− 𝑟𝑏) + 𝜓𝑡+1

(𝑟 + 1)

)︂

• {𝐼𝑆𝐸𝑡, 𝑈𝑆𝐸𝑡+1}

𝑈 (𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1) − 𝜖(𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1) = (𝛼+ 𝛽)𝑙𝑜𝑔
(𝜃𝛾𝛼 − 𝑟(𝛾 − 𝑎𝑡)− 𝜓𝑡)

𝑟 + 𝛼
+ (𝛼+ 𝛽)𝑙𝑜𝑔(𝑟) + 𝑙𝑜𝑔(𝛼𝛼𝜃)

• {𝑃𝐸𝑡, 𝑃𝐸𝑡+1}

𝑈 (𝑃𝐸𝑡,𝑃𝐸𝑡+1) − 𝜖(𝑃𝐸𝑡,𝑃𝐸𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔

(︂
𝑟𝜃𝑤𝑡 + 𝑟𝑎𝑡 + 𝑟𝑏𝑡(1− 𝑟𝑏) + 𝜃𝑤𝑡+1 + 𝑏𝑡+1(1− 𝑟𝑏)

𝑟 + 1

)︂

• {𝑃𝐸𝑡, 𝐼𝑆𝐸𝑡+1}

𝑈 (𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1) − 𝜖(𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔

(︃
𝑟2𝜃𝑤𝑡 + 𝑟2𝑎𝑡 + 𝑟2(𝑏𝑡(1− 𝑟𝑏)− 𝜓𝑡) + 𝜃𝛾𝛼 − 𝑟𝛾 − 𝜓𝑡+1 − 𝜋𝑃𝐸𝑡+1

(𝑟2 + 𝑟)

)︃
+ 𝛽𝑙𝑜𝑔(𝑟)

• {𝑃𝐸𝑡, 𝑈𝑆𝐸𝑡+1} (under assumption 𝜋𝑃𝐸𝑡+1 = 025)

𝑈 (𝑃𝐸𝑡,𝑈𝑆𝐸𝑡+1) − 𝜖(𝑃𝐸𝑡,𝑆𝐸21𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔(𝜃𝑤𝑡 + 𝑎𝑡 + 𝑏𝑡(1− 𝑟𝑏)) + 𝑙𝑜𝑔
𝑟

𝑟 + 𝛼
+ 𝛽𝑙𝑜𝑔

𝑟𝛼𝜃𝛼

𝑟 + 𝛼

• {𝑈𝑆𝐸𝑡, 𝑈𝑆𝐸𝑡+1}

𝑈 (𝑈𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1) − 𝜖(𝑈𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔(𝑎𝛼𝑡 ) + 𝑙𝑜𝑔
𝑟𝜃

𝑟 + 𝛼
+ 𝛽𝑙𝑜𝑔

𝑟𝛼+1𝜃2

𝑟 + 𝛼

• {𝑈𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1}

𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) − 𝜖(𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔

(︃
𝑟𝜃(𝑎𝑡)

𝛼 + 𝜃𝛾𝛼 − 𝑟𝛾 − 𝜋𝐼𝑆𝐸𝑡+1 − 𝜓𝑡+1

(𝑟2 + 𝑟)

)︃
+ 𝛽𝑙𝑜𝑔(𝑟)

• {𝑈𝑆𝐸𝑡, 𝑃𝐸𝑡+1}

𝑈 (𝑈𝑆𝐸𝑡,𝑃𝐸𝑡+1) − 𝜖(𝑈𝑆𝐸𝑡,𝑃𝐸𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔

(︂
𝑟𝜃(𝑎𝑡)

𝛼 + 𝜃𝑤𝑡+1 + 𝑏𝑡+1(1− 𝑟𝑏)− 𝜓𝑡+1

(𝑟 + 1)

)︂

25If 𝜋𝑃𝐸
𝑡+1 ̸= 0 it’s impossible to find implicit functional form for 𝑈 (𝑃𝐸𝑡,𝑈𝑆𝐸𝑡+1).
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A.0.2 Relative Positions of Utility Functions

Let’s consider an economy where 𝛽 = 0.9, 𝜃 = 1.0326, 𝑟 = 1 + 0.02527, and assume that the

production function 𝜃𝑘𝛼 has an decreasing returns to scale, 𝛼 = 0.2. In this economy 𝛾 = 1.04.

Fig. (a) shows the initial position of all utilities function (𝑎𝑏 = 50, 𝛾 = 1.04, 𝛼 = 0.2, 𝜃 =

1.03, 𝑟 = 1 + 0.025 = 1.025, 𝛽 = 0.9, 𝑟𝑏 = 1.04, 𝜓𝑡 = 0, 𝜓𝑡+1 = 0, 𝑤𝑡 = 0, 𝑤𝑡+1 = 0, 𝜋𝑃𝐸𝑡+1 = 0.5,

𝜋𝑆𝐸1
𝑡+1 = 0.5). Under these assumptions about coefficients, the agent chooses {𝑃𝐸𝑡, 𝑆𝐸𝑡+1} if

𝑎𝑡 ≤ 𝑎𝑏 and {𝐼𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1} if 𝑎𝑡 > 𝑎𝑏.

a) b)

Fig. (b) and (c) show positions of all utilities function if wages (for paid-employed worker)

increase keeping all other parameters at the minimal level. Fig. (b) 𝑤𝑡 ↑, Fig.(c) 𝑤𝑡+1 ↑.

(𝑎𝑏 = 50, 𝛾 = 1.04, 𝛼 = 0.2, 𝜃 = 1.03, 𝑟 = 1 + 0.025 = 1.025, 𝛽 = 0.9, 𝑟𝑏 = 1.04, 𝜓𝑡 = 0,

𝜓𝑡+1 = 0, 𝑤𝑡 ≥ 0 (Fig.(b)), 𝑤𝑡+1 ≥ 0 (Fig.(c)), 𝜋𝑃𝐸𝑡+1 = 0.5, 𝜋𝑆𝐸1
𝑡+1 = 0.5). If wages increase in the

first period, 𝑤𝑡 ↑, the agent chooses {𝑃𝐸𝑡, 𝐼𝑆𝐸𝑡+1} if 𝑎𝑡 ≤ 𝑎𝑏, and {𝐼𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1} if 𝑎𝑡 > 𝑎𝑏.

Fig.(b) also shows such increase in 𝑤𝑡 ↑ that the position of 𝑈 (𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1) is above 𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1).

It’s possible that the agent prefers to be paid-employed worker in period 𝑡 and incorporated

self-employed in period 𝑡 + 1 regardless the amount of initial wealth, 𝑎𝑡. If wages increase in

the second period, 𝑤𝑡+1 ↑, the agent chooses {𝑈𝑆𝐸𝑡, 𝑃𝐸𝑡+1} if 𝑎𝑡 ≤ 𝑎𝑏, and {𝐼𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1}

if 𝑎𝑡 > 𝑎𝑏. Fig.(c) shows the situation when the agent prefers to work as unincorporated self-

employed at period 𝑡 and paid-employed worker at period 𝑡+1 regardless the amount of initial

wealth, 𝑎𝑡.

Fig. (d) and (e) show positions of all utilities function if the non-interest cost of borrowing

increases keeping all other parameters at the minimal level. Fig. (d) 𝜓𝑡 ↑, Fig.(e) 𝜓𝑡+1 ↑.

(𝑎𝑏 = 50, 𝛾 = 1.04, 𝛼 = 0.2, 𝜃 = 1.03, 𝑟 = 1 + 0.025 = 1.025, 𝛽 = 0.9, 𝑟𝑏 = 1.04, 𝜓𝑡 ↑
26University of Groningen and University of California, Davis, Total Factor Productivity at Con-

stant National Prices for United States, retrieved from FRED, Federal Reserve Bank of St. Louis;

https://fred.stlouisfed.org/series/RTFPNAUSA632NRUG, August 8, 2019.
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c) d)

(Fig.(d)), 𝜓𝑡+1 ↑ (Fig.(e)), 𝑤𝑡 = 0, 𝑤𝑡+1 = 0, 𝜋𝑃𝐸𝑡+1 = 0, 𝜋𝑆𝐸1
𝑡+1 = 0). If the non-interest

cost of borrowing increases in the first period, 𝜓𝑡 ↑, the agent chooses {𝑈𝑆𝐸𝑡, 𝑈𝑆𝐸𝑡+1} if

𝑎𝑡 ≤ 𝑎1 ≤ 𝑎𝑏, {𝑃𝐸𝑡, 𝑈𝑆𝐸𝑡+1} if 𝑎1 ≤ 𝑎𝑡 ≤ 𝑎2 ≤ 𝑎𝑏, {𝑃𝐸𝑡, 𝐼𝑆𝐸𝑡+1} if 𝑎2 ≤ 𝑎𝑏 (where 𝑎1 and

𝑎2 are intersections of utility functions), and {𝐼𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1} if 𝑎𝑡 > 𝑎𝑏. If the non-interest

cost of borrowing increases in the second period, 𝜓𝑡+1 ↑, the agent chooses {𝑈𝑆𝐸𝑡, 𝑈𝑆𝐸𝑡+1} if

𝑎𝑡 ≤ 𝑎1 ≤ 𝑎𝑏, {𝑃𝐸𝑡, 𝐼𝑆𝐸𝑡+1} if 𝑎1 ≤ 𝑎𝑡 ≤ 𝑎𝑏, and {𝐼𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1} if 𝑎𝑡 > 𝑎𝑏.

e) f)

Fig. (f) shows positions of all utilities function if the cost of switching from paid-employment,

𝜋𝑃𝐸𝑡+1 increases keeping all other parameters at the minimal level. (𝑎𝑏 = 50, 𝛾 = 1.04, 𝛼 = 0.2,

𝜃 = 1.03, 𝑟 = 1 + 0.025 = 1.025, 𝛽 = 0.9, 𝑟𝑏 = 1.04, 𝜓𝑡 = 0, 𝜓𝑡+1 = 0, 𝑤𝑡 = 0, 𝑤𝑡+1 = 0,

𝜋𝑃𝐸𝑡+1 ↑, 𝜋𝑆𝐸1
𝑡+1 = 0). If the cost of switching from paid-employment increases, 𝜋𝑃𝐸𝑡+1 ↑, the agent

chooses {𝑈𝑆𝐸𝑡, 𝑈𝑆𝐸𝑡+1} if 𝑎𝑡 ≤ 𝑎1 ≤ 𝑎𝑏, {𝑃𝐸𝑡, 𝑈𝑆𝐸𝑡+1} if 𝑎1 ≤ 𝑎𝑡 ≤ 𝑎𝑏, and {𝐼𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1}

if 𝑎𝑡 > 𝑎𝑏.

Fig. (g) shows positions of all utilities function if the cost of switching to incorporated

self-employment, 𝜋𝑆𝐸1
𝑡+1 , increases keeping all other parameters at the minimal level. (𝑎𝑏 = 50,

𝛾 = 1.04, 𝛼 = 0.2, 𝜃 = 1.03, 𝑟 = 1+0.025 = 1.025, 𝛽 = 0.9, 𝑟𝑏 = 1.04, 𝜓𝑡 = 0, 𝜓𝑡+1 = 0, 𝑤𝑡 = 0,

𝑤𝑡+1 = 0, 𝜋𝑃𝐸𝑡+1 = 0, 𝜋𝑆𝐸1
𝑡+1 ↑). If the cost of switching to incorporated self-employment increases,

𝜋𝑆𝐸1
𝑡+1 ↑, the agent chooses {𝑈𝑆𝐸𝑡, 𝑈𝑆𝐸𝑡+1} if 𝑎𝑡 ≤ 𝑎1 ≤ 𝑎𝑏, {𝑃𝐸𝑡, 𝐼𝑆𝐸𝑡+1} if 𝑎1 ≤ 𝑎𝑡 ≤ 𝑎𝑏, and

73



{𝐼𝑆𝐸𝑡, 𝐼𝑆𝐸𝑡+1} if 𝑎𝑡 > 𝑎𝑏.

Fig. (h) shows positions of all utilities function if all costs increase (𝑎𝑏 = 50, 𝛾 = 1.04,

𝛼 = 0.2, 𝜃 = 1.03, 𝑟 = 1 + 0.025 = 1.025, 𝛽 = 0.9, 𝑟𝑏 = 1.04, 𝜓𝑡 ↑, 𝜓𝑡+1 ↑, 𝑤𝑡 ↑, 𝑤𝑡+1 ↑,

𝜋𝑃𝐸𝑡+1 ↑, 𝜋𝑆𝐸1
𝑡+1 ↑). In this case the agent chooses {𝑃𝐸𝑡, 𝑈𝑆𝐸𝑡+1} if 𝑎𝑡 ≤ 𝑎1 ≤ 𝑎𝑏, {𝑃𝐸𝑡, 𝐼𝑆𝐸𝑡+1}

if 𝑎1 ≤ 𝑎𝑡 ≤ 𝑎𝑏, and {𝐼𝑆𝐸𝑡, 𝑃𝐸𝑡+1} if 𝑎𝑡 > 𝑎𝑏.

g) h)
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A.0.3 The Role of Non-Interest Cost of Borrowing 𝜓𝑡 in the Decision of Being Incorporated

Self-Employed at Period 𝑡

The agent prefers to being as incorporated self-employed at period 𝑡 and 𝑡+1 if she receives

the highest utility function:

𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ max{𝑈 (𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1), 𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1), 𝑈 (𝑃𝐸𝑡,𝑈𝑆𝐸𝑡+1), 𝑈 (𝑈𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1), 𝑈 (𝑃𝐸𝑡,𝑃𝐸𝑡+1),

𝑈 (𝑈𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1), 𝑈 (𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1), 𝑈 (𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1)}

To investigate the role of non-interest cost of borrowing 𝜓𝑡 in the decision of being incor-

porated self-employed at period 𝑡, I fix a labor choice at the period (𝑡 + 1) as incorporated

self-employed for simplicity to avoid an estimation of all nine possible labor choices. The

extension of the model for other labor choices 𝑃𝐸𝑡+1 and 𝑈𝑆𝐸𝑡+1 is straightforward.

The agent prefers to works as incorporated self-employed at period 𝑡 if she receives the

highest utility function:

𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ max{𝑈 (𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1), 𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)}

In this subsection I show that the probability of being incorporated self-employed at period 𝑡

declines if non-interest cost of borrowing at period 𝑡 increases.

𝜕𝑃𝑟
(︀
𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ max{𝑈 (𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1), 𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)}

)︀
𝜕𝜓𝑡

≤ 0

The agent’s task if she works as incorporated self-employed at period 𝑡 and 𝑡+ 1:

max
𝑐𝑡≥0,𝑐𝑡+1≥0

E𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) = 𝑈(𝑐𝑡) + 𝛽𝑈(𝑐𝑡+1)

Agent’s budget constraints (𝑎𝑡 ≥ 𝑎𝑏 and 𝑎𝑡+1 ≥ 𝑎𝑏):

Period 𝑡: 𝑎𝑡+1 + 𝑐𝑡 = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑎𝑡)− 𝜓𝑡 (9)

Period 𝑡+ 1: 𝑐𝑡+1 = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑟𝑎𝑡+1)− 𝜓𝑡+1 (10)

where 𝛾 =
(︀
𝑟
𝜆𝜃

)︀ 1
𝛼−1 , and 𝑎𝑡 ≥ 𝑎𝑏.

The first order condition for an internal solution of the agent’s problem leads to the following

Euler equation:

𝑈
′
(𝑐𝑡) = 𝛽𝑟2𝑈

′
(𝑐𝑡+1)
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Assume that 𝛽𝑟 = 1 and 𝑈(𝑐𝑡) = 𝑙𝑜𝑔(𝑐𝑡).

𝑟𝑐𝑡 = 𝑐𝑡+1 (11)

Substitute the eq.11 in budget constraints eq.10 and eq.9:

𝑟(𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑎𝑡)− 𝜓𝑡 − 𝑎𝑡+1) = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑟𝑎𝑡+1)− 𝜓𝑡+1 ⇒

𝑎𝑡+1 =
𝜃𝛾𝛼(𝑟 − 1) + 𝑟𝛾 + 𝜓𝑡+1 − 𝑟2 (𝛾 − 𝑎𝑡)− 𝑟𝜓𝑡

𝑟2 + 𝑟

The agent’s total utility function:

𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) − 𝜖(𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) = 𝑙𝑜𝑔(𝑐𝑡) + 𝛽𝑙𝑜𝑔(𝑐𝑡+1) = 𝑙𝑜𝑔(𝑐𝑡)(1 + 𝛽) + 𝛽𝑙𝑜𝑔(𝑟) =

= 𝑙𝑜𝑔(𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑎𝑡)− 𝜓𝑡 −
𝜃𝛾𝛼(𝑟 − 1) + 𝑟𝛾 + 𝜓𝑡+1 − 𝑟2 (𝛾 − 𝑎𝑡)− 𝑟𝜓𝑡

𝑟2 + 𝑟
)(1 + 𝛽) + 𝛽𝑙𝑜𝑔(𝑟) =

= 𝑙𝑜𝑔(𝐴− 𝜓𝑡+1

𝑟2 + 𝑟
− 𝑟2𝜓𝑡
𝑟2 + 𝑟

)(1 + 𝛽) + 𝛽𝑙𝑜𝑔(𝑟) ⇒

𝜕𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)

𝜕𝜓𝑡
=

(1 + 𝛽) −𝑟
𝑟+1

𝐴− 𝜓𝑡+1

𝑟2+𝑟
− 𝑟2𝜓𝑡

𝑟2+𝑟

≤ 0,
𝜕𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)

𝜕𝜓𝑡+1

=
(1 + 𝛽) −1

𝑟2+𝑟

𝐴− 𝜓𝑡+1

𝑟2+𝑟
− 𝑟2𝜓𝑡

𝑟2+𝑟

≤ 0

where 𝐴 = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑎𝑡)− 𝜃𝛾𝛼(𝑟−1)+𝑟𝛾−𝑟2(𝛾−𝑎𝑡)
𝑟2+𝑟

= 𝑟2(𝜃𝛾𝛼−𝑟𝛾)+𝑟2𝑎𝑡(𝑟−1)−(𝜃𝛾𝛼+𝑟𝛾)
𝑟2+𝑟

.

The increasing in the non-interest cost of borrowing in the period 𝑡 or period 𝑡+1 decreases

the total utility function.

The agent’s task if she works as paid-employed at period 𝑡 and as incorporated self-employed

worker at period 𝑡+ 1:

max
𝑐𝑡≥0,𝑐𝑡+1≥0

E𝑈 (𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1) = 𝑈(𝑐𝑡) + 𝛽𝑈(𝑐𝑡+1)

Agent’s budget constraints (𝑎𝑡 ≤ 𝑎𝑏 and 𝑎𝑡+1 ≥ 𝑎𝑏):

Period 𝑡: 𝑎𝑡+1 + 𝑐𝑡 = 𝜃𝑤𝑡 + 𝑎𝑡 + 𝑏𝑡(1− 𝑟𝑏)− 𝜓𝑡 (12)

Period 𝑡+ 1: 𝑐𝑡+1 = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑟𝑎𝑡+1)− 𝜓𝑡+1 − 𝜋𝑃𝐸𝑡+1 (13)

The first order condition for an internal solution of the agent’s problem leads to Euler

equation:

𝑈
′
(𝑐𝑡) = 𝛽𝑟2𝑈

′
(𝑐𝑡+1)

Assume 𝛽𝑟 = 1, and 𝑈(𝑐𝑡) = 𝑙𝑜𝑔(𝑐𝑡).

𝑟𝑐𝑡 = 𝑐𝑡+1 (14)
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Substitute the eq.14 in budget constraints eq.13 and eq.12 :

𝑟(𝜃𝑤𝑡 + 𝑏𝑡(1− 𝑟𝑏)− 𝜓𝑡 + 𝑎𝑡 − 𝑎𝑡+1) = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑟𝑎𝑡+1)− 𝜓𝑡+1 − 𝜋𝑃𝐸𝑡+1 ⇒

𝑎𝑡+1 =
𝑟𝜃𝑤𝑡 + 𝑟𝑏𝑡(1− 𝑟𝑏)− 𝑟𝜓𝑡 + 𝑟𝑎𝑡 − 𝜃𝛾𝛼 + 𝑟𝛾 + 𝜓𝑡+1 + 𝜋𝑃𝐸𝑡+1

(𝑟2 + 𝑟)

The agent’s total utility function:

𝑈 (𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1) − 𝜖(𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1) = 𝑙𝑜𝑔(𝑐𝑡) + 𝛽𝑙𝑜𝑔(𝑐𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔(𝑐𝑡) + 𝛽𝑙𝑜𝑔(𝑟) = (1 + 𝛽)·

· 𝑙𝑜𝑔
(︂
𝜃𝑤𝑡 + 𝑏𝑡(1− 𝑟𝑏)− 𝜓𝑡 + 𝑎𝑡 −

𝑟𝜃𝑤𝑡 + 𝑟𝑏𝑡(1− 𝑟𝑏)− 𝑟𝜓𝑡 + 𝑟𝑎𝑡 − 𝜃𝛾𝛼 + 𝑟𝛾 + 𝜓𝑡+1 + 𝜋𝑃𝐸𝑡+1

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟) =

= (1 + 𝛽)𝑙𝑜𝑔

(︂
𝑟2𝜃𝑤𝑡 + 𝑟2𝑎𝑡 + 𝑟2(𝑏𝑡(1− 𝑟𝑏)− 𝜓𝑡) + 𝜃𝛾𝛼 − 𝑟𝛾 − 𝜓𝑡+1 − 𝜋𝑃𝐸𝑡+1

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟) =

= (1 + 𝛽)𝑙𝑜𝑔

(︂
𝐺− 𝑟2𝜓𝑡

(𝑟2 + 𝑟)
− 𝜓𝑡+1

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟) ⇒

𝜕𝑈 (𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1)

𝜕𝜓𝑡+1

=
(1 + 𝛽) −𝑟

𝑟+1

𝐺− 𝜓𝑡+1

𝑟2+𝑟
− 𝑟2𝜓𝑡

𝑟2+𝑟

≤ 0;
𝜕𝑈 (𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1)

𝜕𝜓𝑡
=

(1 + 𝛽) −1
𝑟2+𝑟

𝐺− 𝜓𝑡+1

𝑟2+𝑟
− 𝑟2𝜓𝑡

𝑟2+𝑟

≤ 0

where 𝐺 =
𝑟2𝜃𝑤𝑡+𝑟2𝑎𝑡+𝑟2𝑏𝑡(1−𝑟𝑏)+𝜃𝛾𝛼−𝑟𝛾−𝜋𝑃𝐸

𝑡+1

(𝑟2+𝑟)
.

The agent’s task if she worked as unincorporated self-employed at period 𝑡 and as incorpo-

rated self-employed worker at period 𝑡+ 1:

max
𝑐𝑡≥0,𝑐𝑡+1≥0

𝑈(𝑐𝑡) + 𝛽𝑈(𝑐𝑡+1)

Agent’s budget constraints (𝑎𝑡 ≤ 𝑎𝑏 and 𝑎𝑡+1 ≥ 𝑎𝑏):

Period 𝑡: s.t 𝑎𝑡+1 + 𝑐𝑡 = 𝜃(𝑎𝑡)
𝛼 (15)

Period 𝑡+ 1: 𝑐𝑡+1 = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑟𝑎𝑡+1)− 𝜓𝑡+1 − 𝜋𝐼𝑆𝐸𝑡+1 (16)

The first order condition for an internal solution of the agent’s problem leads to Euler

equation:

𝑈
′
(𝑐𝑡) = 𝛽𝑟2𝑈

′
(𝑐𝑡+1)

Under the assumption 𝛽𝑟 = 1, and 𝑈(𝑐𝑡) = 𝑙𝑜𝑔(𝑐𝑡).

𝑟𝑐𝑡 = 𝑐𝑡+1 (17)
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Substitute the eq.17 in budget constraints eq.15 and eq.16:

𝑟(𝜃(𝑎𝑡)
𝛼 − 𝑎𝑡+1) = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑟𝑎𝑡+1)− 𝜓𝑡+1 − 𝜋𝐼𝑆𝐸𝑡+1 ⇒

𝑎𝑡+1 =
𝑟𝜃(𝑎𝑡)

𝛼 − 𝜃𝛾𝛼 + 𝑟𝛾 + 𝜓𝑡+1 + 𝜋𝐼𝑆𝐸𝑡+1

(𝑟2 + 𝑟)

The agent’s total utility function:

𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) − 𝜖(𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) = 𝑙𝑜𝑔(𝑐𝑡) + 𝛽𝑙𝑜𝑔(𝑐𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔(𝑐𝑡) + 𝛽𝑙𝑜𝑔(𝑟) =

= (1 + 𝛽)𝑙𝑜𝑔

(︂
𝜃(𝑎𝑡)

𝛼 −
𝑟𝜃(𝑎𝑡)

𝛼 − 𝜃𝛾𝛼 + 𝑟𝛾 + 𝜓𝑡+1 + 𝜋𝐼𝑆𝐸𝑡+1

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟) =

= (1 + 𝛽)𝑙𝑜𝑔

(︂
𝑟𝜃(𝑎𝑡)

𝛼 + 𝜃𝛾𝛼 − 𝑟𝛾 − 𝜓𝑡+1 − 𝜋𝐼𝑆𝐸𝑡+1

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟) =

= (1 + 𝛽)𝑙𝑜𝑔

(︂
𝐻 − 𝜓𝑡+1

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟)

where 𝐻 =
𝑟𝜃(𝑎𝑡)𝛼+𝜃𝛾𝛼−𝑟𝛾−𝜋𝐼𝑆𝐸

𝑡+1

(𝑟2+𝑟)
.

78



Assume that 𝜖𝑗 ∈ 𝑁(0; 1), the probability of incorporated self-employment at period 𝑡:

𝑃𝑟
(︀
𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ max{𝑈 (𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1), 𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)}

)︀
=

= 𝑃𝑟
(︀
𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ 𝑈 (𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1)

)︀
· 𝑃𝑟

(︀
𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ 𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)

)︀
=

= 𝑃𝑟((1 + 𝛽)𝑙𝑜𝑔

(︂
𝐴− 𝜓𝑡+1

(𝑟2 + 𝑟)
− 𝑟2𝜓𝑡

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟) + 𝜖(𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥

≥ (1 + 𝛽)𝑙𝑜𝑔

(︂
𝐺− 𝑟2𝜓𝑡

(𝑟2 + 𝑟)
− 𝜓𝑡+1

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟) + 𝜖(𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1))·

· 𝑃𝑟((1 + 𝛽)𝑙𝑜𝑔

(︂
𝐴− 𝜓𝑡+1

(𝑟2 + 𝑟)
− 𝑟2𝜓𝑡

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟) + 𝜖(𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥

≥ (1 + 𝛽)𝑙𝑜𝑔

(︂
𝐻 − 𝜓𝑡+1

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟) + 𝜖(𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1)) =

= Φ

⎛⎜⎜⎝ 1√
2

⎛⎜⎜⎝(1 + 𝛽)𝑙𝑜𝑔

(︂
𝐴− 𝜓𝑡+1

(𝑟2 + 𝑟)
− 𝑟2𝜓𝑡

(𝑟2 + 𝑟)

)︂
− (1 + 𝛽)𝑙𝑜𝑔

(︂
𝐺− 𝑟2𝜓𝑡

(𝑟2 + 𝑟)
− 𝜓𝑡+1

(𝑟2 + 𝑟)

)︂
⏟  ⏞  

=𝐽

⎞⎟⎟⎠
⎞⎟⎟⎠ ·

· Φ

⎛⎜⎜⎝ 1√
2

⎛⎜⎜⎝(1 + 𝛽)𝑙𝑜𝑔

(︂
𝐴− 𝜓𝑡+1

(𝑟2 + 𝑟)
− 𝑟2𝜓𝑡

(𝑟2 + 𝑟)

)︂
− (1 + 𝛽)𝑙𝑜𝑔

(︂
𝐻 − 𝜓𝑡+1

(𝑟2 + 𝑟)

)︂
⏟  ⏞  

=𝐾

⎞⎟⎟⎠
⎞⎟⎟⎠

𝜕𝑃𝑟
(︀
𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ max{𝑈 (𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1), 𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)}

)︀
𝜕𝜓𝑡

= Φ
′
(𝐽) · (1 + 𝛽)

1√
2
(

(︀
− 𝑟
𝑟+1

)︀
𝐴− 𝜓𝑡+1

(𝑟2+𝑟)
− 𝑟2𝜓𝑡

(𝑟2+𝑟)

−

−
− 𝑟
𝑟+1

𝐺− 𝑟2𝜓𝑡

(𝑟2+𝑟)
− 𝜓𝑡+1

(𝑟2+𝑟)

) · Φ(𝐾) + Φ
′
(𝐾) · (1 + 𝛽)

1√
2

(︀
− 𝑟
𝑟+1

)︀
𝐴− 𝜓𝑡+1

(𝑟2+𝑟)
− 𝑟2𝜓𝑡

(𝑟2+𝑟)

· Φ(𝐽) =

= Φ
′
(𝐽) · (1 + 𝛽)

1√
2

(︂
− 𝑟

𝑟 + 1

)︂
𝐺− 𝐴

(𝐴− 𝜓𝑡+1

(𝑟2+𝑟)
− 𝑟2𝜓𝑡

(𝑟2+𝑟)
)(𝐺− 𝑟2𝜓𝑡

(𝑟2+𝑟)
− 𝜓𝑡+1

(𝑟2+𝑟)
)
Φ(𝐾)⏟  ⏞  

≤?≥0

+

+ Φ
′
(𝐾) · (1 + 𝛽)

1√
2

(︀
− 𝑟
𝑟+1

)︀
𝐴− 𝜓𝑡+1

(𝑟2+𝑟)
− 𝑟2𝜓𝑡

(𝑟2+𝑟)

· Φ(𝐽)⏟  ⏞  
≤0

Let’s consider (𝐺− 𝐴) separately:

𝐺− 𝐴 =
𝑟2𝜃𝑤𝑡 + 𝑟2𝑎𝑡 + 𝑟2𝑏𝑡(1− 𝑟𝑏) + 𝜃𝛾𝛼 − 𝑟𝛾 − 𝜋𝑃𝐸𝑡+1

(𝑟2 + 𝑟)
− 𝑟2(𝜃𝛾𝛼 − 𝑟𝛾) + 𝑟2𝑎𝑡(𝑟 − 1)− (𝜃𝛾𝛼 + 𝑟𝛾)

𝑟2 + 𝑟
=

=
𝑟2𝜃𝑤𝑡 + 𝑎𝑡𝑟

2(2− 𝑟) + 𝑟2𝑏𝑡(1− 𝑟𝑏) + 𝜃𝛾𝛼(2− 𝑟2) + 𝑟2𝛾 − 𝜋𝑃𝐸𝑡+1

𝑟2 + 𝑟

It can be assumed that 𝑟 ≤ 1.4 ≤
√
2, because 𝑟 is one plus the interest rate, and probably the

interest rate will not exceed 40%. Also it can be assumed that 𝜋𝑃𝐸𝑡+1 ≤ 𝑟2𝜃𝑤𝑡 + 𝑎𝑡𝑟
2(2− 𝑟) + 𝑟2𝑏𝑡(1− 𝑟𝑏) + 𝜃𝛾𝛼(2− 𝑟2) + 𝑟2𝛾.

So 𝐺− 𝐴 ≥ 0 ⇒ 𝐺 ≥ 𝐴.

If 𝐺 ≥ 𝐴, then |𝜕𝑈
(𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)

𝜕𝜓𝑡+1
| ≥ |𝜕𝑈

(𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1)

𝜕𝜓𝑡+1
|, and
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𝜕𝑃𝑟(𝑈(𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)≥max{𝑈(𝑃𝐸𝑡,𝐼𝑆𝐸𝑡+1),𝑈(𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)})
𝜕𝜓𝑡

≤ 0.

The probability of being incorporated self-employment at period 𝑡 declines if non-interest

cost of borrowing 𝜓𝑡 increases.
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A.0.4 The Role of Non-Interest Cost of Borrowing 𝜓𝑡+1 in the Decision of Being Incorporated

Self-Employed at Period 𝑡+ 1

To investigate the role of the non-interest cost of borrowing 𝜓𝑡+1 in the decision of being

incorporated self-employed at period 𝑡+ 1, I fix a labor choice at the period 𝑡 as incorporated

self-employed for simplicity to avoid estimation of all nine possible labor choices. The extension

of the model for other labor choices 𝑃𝐸𝑡 and 𝑈𝑆𝐸𝑡 is straightforward.

The agent prefers to work as incorporated self-employed at period 𝑡 + 1 if she receives the

highest utility function:

𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ max{𝑈 (𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1), 𝑈 (𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1)}

In this subsection, I show that the probability of being incorporated self-employed at period

𝑡+ 1 declines if the non-interest cost of borrowing at period 𝑡+ 1 increases.

𝜕𝑃𝑟
(︀
𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ max{𝑈 (𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1), 𝑈 (𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1)}

)︀
𝜕𝜓𝑡+1

≤ 0

The total utility of being incorporated self-employed at period 𝑡 and 𝑡 + 1 is described in

the previous subsection.

The agent’s task if she works as incorporated self-employed at period 𝑡 and as paid-employed

worker at period 𝑡+ 1:

max
𝑐𝑡≥0,𝑐𝑡+1≥0

𝑈(𝑐𝑡) + 𝛽𝑈(𝑐𝑡+1)

Agent’s budget constraints (𝑎𝑡 ≥ 𝑎𝑏 and 𝑎𝑡+1 ≤ 𝑎𝑏):

Period 𝑡: 𝑎𝑡+1 + 𝑐𝑡 = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑎𝑡)− 𝜓𝑡 (18)

Period 𝑡+ 1: 𝑐𝑡+1 = 𝜃𝑤𝑡+1 + 𝑟𝑎𝑡+1 + 𝑏𝑡+1(1− 𝑟𝑏)− 𝜓𝑡+1 (19)

The first-order condition for an internal solution of the agent’s problem leads to Euler

equation:

𝑈
′
(𝑐𝑡) = 𝛽𝑟𝑈

′
(𝑐𝑡+1)

Under the assumption 𝛽𝑟 = 1, and 𝑈(𝑐𝑡) = 𝑙𝑜𝑔(𝑐𝑡).

𝑐𝑡 = 𝑐𝑡+1 (20)
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Substitute the eq.20 in budget constraints eq.18 and eq.19:

𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑎𝑡)− 𝜓𝑡 − 𝑎𝑡+1 = 𝜃𝑤𝑡+1 + 𝑟𝑎𝑡+1 + 𝑏𝑡+1(1− 𝑟𝑏)− 𝜓𝑡+1 ⇒

𝑎𝑡+1 =
𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑎𝑡)− 𝜓𝑡 − 𝜃𝑤𝑡+1 − 𝑏𝑡+1(1− 𝑟𝑏) + 𝜓𝑡+1

(𝑟 + 1)

The agent’s total utility function:

𝑈 (𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1) − 𝜖(𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1) = 𝑙𝑜𝑔(𝑐𝑡) + 𝛽𝑙𝑜𝑔(𝑐𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔(𝑐𝑡) =

= (1 + 𝛽)𝑙𝑜𝑔

(︂
𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑎𝑡)− 𝜓𝑡 −

𝜃𝛾𝛼 − 𝑟(𝛾 − 𝑎𝑡)− 𝜓𝑡 − 𝜃𝑤𝑡+1 − 𝑏𝑡+1(1− 𝑟𝑏) + 𝜓𝑡+1

(𝑟 + 1)

)︂
=

= (1 + 𝛽)𝑙𝑜𝑔(𝐿− 𝜓𝑡+1

𝑟 + 1
− 𝑟𝜓𝑡
𝑟 + 1

) ⇒ 𝜕𝑈 (𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1)

𝜕𝜓𝑡
≤ 0;

𝜕𝑈 (𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1)

𝜕𝜓𝑡+1

≤ 0

where 𝐿 = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑎𝑡) − 𝜃𝛾𝛼−𝑟(𝛾−𝑎𝑡)−𝜃𝑤𝑡+1−𝑏𝑡+1(1−𝑟𝑏)
(𝑟+1)

= 𝑟(𝜃𝛾𝛼−𝑟𝛾)+𝑟2𝑎𝑡+𝜃𝑤𝑡+1+𝑏𝑡+1(1−𝑟𝑏)
(𝑟+1)

=

𝑟2(𝜃𝛾𝛼−𝑟𝛾)+𝑟3𝑎𝑡+𝑟𝜃𝑤𝑡+1+𝑟𝑏𝑡+1(1−𝑟𝑏)
(𝑟2+𝑟)

= 𝐴− 𝑟3𝑎𝑡−(𝜃𝛾𝛼−𝑟𝛾)−𝑟𝜃𝑤𝑡+1−𝑟𝑏𝑡+1(1−𝑟𝑏)
(𝑟2+𝑟)

The agent’s task if she works as incorporated self-employed at period 𝑡 and as unincorporated

self-employed worker at period 𝑡+ 1:

max
𝑐𝑡≥0,𝑐𝑡+1≥0

𝑈(𝑐𝑡) + 𝛽𝑈(𝑐𝑡+1)

Agent’s budget constraints (𝑎𝑡 ≥ 𝑎𝑏 and 𝑎𝑡+1 ≤ 𝑎𝑏):

Period 𝑡: 𝑎𝑡+1 + 𝑐𝑡 = 𝜃𝛾𝛼 − 𝑟 (𝛾 − 𝑎𝑡)− 𝜓𝑡 (21)

Period 𝑡+ 1: 𝑐𝑡+1 = 𝜃(𝑟𝑎𝑡+1)
𝛼 (22)

The first-order condition for an internal solution of the consumer’s problem leads to Euler

equation:

𝑈
′
(𝑐𝑡) = 𝛽𝑟𝑈

′
(𝑐𝑡+1)(𝑟

𝛼−1𝜃𝛼(𝜃𝛾𝛼 − 𝑟(𝛾 − 𝑎𝑡)− 𝜓𝑡 − 𝑐𝑡)
𝛼−1)

Under the assumption 𝛽𝑟 = 1, 𝑀 = [𝜃𝛾𝛼 − 𝑟(𝛾 − 𝑎𝑡)− 𝜓𝑡] and 𝑈(𝑐𝑡) = 𝑙𝑜𝑔(𝑐𝑡).

𝑟𝛼−1𝜃2𝛼(𝑀 − 𝑐𝑡)
𝛼−1𝑐𝑡 = 𝑐𝑡+1 (23)

Substitute the eq.23 in budget constraints eq.21 and eq.22:

𝜃(𝑟𝑎𝑡+1)
𝛼 = 𝑟𝛼−1𝜃𝛼(𝑎𝑡+1)

𝛼−1(𝑀 − 𝑎𝑡+1) ⇒ 𝑎𝑡+1 =
𝛼𝑀

𝛼 + 𝑟

The agent’s total utility function:
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𝑈 (𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1) − 𝜖(𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1) = 𝑙𝑜𝑔(𝑐𝑡) + 𝛽𝑙𝑜𝑔(𝑐𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔(𝑐𝑡) + 𝑙𝑜𝑔(𝑟𝛼−1𝜃𝛼(𝑀 − 𝑐𝑡)
𝛼−1) =

= (1 + 𝛽)𝑙𝑜𝑔
𝑟𝑀

𝑟 + 𝛼
+ (𝛼− 1)𝑙𝑜𝑔

𝛼𝑀

𝑟 + 𝛼
+ 𝑙𝑜𝑔(𝑟𝛼−1𝜃𝛼)⏟  ⏞  

=𝑁≥0

⇒ 𝜕𝑈 (𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1)

𝜕𝜓𝑡
≤ 0

Assume that 𝜖𝑗 ∈ 𝑁(0; 1), the probability of being incorporated self-employment at period

𝑡+ 1:

𝑃𝑟
(︀
𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ max{𝑈 (𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1), 𝑈 (𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1)}

)︀
=

𝑃𝑟
(︀
𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ 𝑈 (𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1)

)︀
· 𝑃𝑟

(︀
𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ 𝑈 (𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1)

)︀
=

= 𝑃𝑟((1 + 𝛽)𝑙𝑜𝑔

(︂
𝐴− 𝜓𝑡+1

(𝑟2 + 𝑟)
− 𝑟2𝜓𝑡

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟) + 𝜖(𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥

≥ (1 + 𝛽)𝑙𝑜𝑔

(︂
𝐿− 𝜓𝑡+1

𝑟 + 1
− 𝑟𝜓𝑡
𝑟 + 1

)︂
+ 𝜖(𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1))·

· 𝑃𝑟((1 + 𝛽)𝑙𝑜𝑔

(︂
𝐴− 𝜓𝑡+1

(𝑟2 + 𝑟)
− 𝑟2𝜓𝑡

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟) + 𝜖(𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥

≥ 𝑁 + 𝜖(𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1)) =

= Φ

⎛⎜⎜⎝ 1√
2

⎛⎜⎜⎝(1 + 𝛽)𝑙𝑜𝑔

(︂
𝐴− 𝜓𝑡+1

(𝑟2 + 𝑟)
− 𝑟2𝜓𝑡

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟)− (1 + 𝛽)𝑙𝑜𝑔

(︂
𝐿− 𝜓𝑡+1

𝑟 + 1
− 𝑟𝜓𝑡
𝑟 + 1

)︂
⏟  ⏞  

=𝑂

⎞⎟⎟⎠
⎞⎟⎟⎠ ·

· Φ

⎛⎜⎜⎝ 1√
2

⎛⎜⎜⎝(1 + 𝛽)𝑙𝑜𝑔

(︂
𝐴− 𝜓𝑡+1

(𝑟2 + 𝑟)
− 𝑟2𝜓𝑡

(𝑟2 + 𝑟)

)︂
+ 𝛽𝑙𝑜𝑔(𝑟)−𝑁⏟  ⏞  

=𝑃

⎞⎟⎟⎠
⎞⎟⎟⎠

𝜕𝑃𝑟
(︀
𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ max{𝑈 (𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1), 𝑈 (𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1)}

)︀
𝜕𝜓𝑡+1

= Φ
′
(𝑂) · (1 + 𝛽)

1√
2
(

(︀
− 1
𝑟2+𝑟

)︀
𝐴− 𝜓𝑡+1

(𝑟2+𝑟)
− 𝑟2𝜓𝑡

(𝑟2+𝑟)

−

−
(︀
− 1
𝑟+1

)︀
𝐿− 𝜓𝑡+1

𝑟+1
− 𝑟𝜓𝑡

𝑟+1

) · Φ(𝑃 ) + Φ
′
(𝑃 ) · (1 + 𝛽)

1√
2

(︀
− 1
𝑟2+1

)︀
𝐴− 𝜓𝑡+1

(𝑟2+𝑟)
− 𝑟2𝜓𝑡

(𝑟2+𝑟)

· Φ(𝑂) =

= Φ
′
(𝑂) · (1 + 𝛽)

1√
2

(︂
−1

𝑟2 + 𝑟

)︂(︃
(𝐿− 𝜓𝑡+1

𝑟+1
− 𝑟𝜓𝑡

𝑟+1
)− 𝑟(𝐴− 𝜓𝑡+1

(𝑟2+𝑟)
− 𝑟2𝜓𝑡

(𝑟2+𝑟)
)

(𝐴− 𝜓𝑡+1

(𝑟2+𝑟)
− 𝑟2𝜓𝑡

(𝑟2+𝑟)
)(𝐿− 𝜓𝑡+1

𝑟+1
− 𝑟𝜓𝑡

𝑟+1
)

)︃
· Φ(𝑃 )+

+ Φ
′
(𝑃 ) · (1 + 𝛽)

1√
2

(︀
− 1
𝑟2+1

)︀
𝐴− 𝜓𝑡+1

(𝑟2+𝑟)
− 𝑟2𝜓𝑡

(𝑟2+𝑟)

· Φ(𝑂) =

= Φ
′
(𝑂) · (1 + 𝛽)

1√
2
(

𝐿− 𝑟𝐴

(𝐴− 𝜓𝑡+1

(𝑟2+𝑟)
− 𝑟2𝜓𝑡

(𝑟2+𝑟)
)(𝐿− 𝜓𝑡+1

𝑟+1
− 𝑟𝜓𝑡

𝑟+1
)
) · Φ(𝑃 )⏟  ⏞  

≤?≥0

+

+ Φ
′
(𝑃 ) · (1 + 𝛽)

1√
2

(︀
− 1
𝑟2+1

)︀
𝐴− 𝜓𝑡+1

(𝑟2+𝑟)
− 𝑟2𝜓𝑡

(𝑟2+𝑟)

· Φ(𝑂)⏟  ⏞  
≤0

83



Let’s consider (𝐿− 𝑟𝐴) separately:

𝐿− 𝑟𝐴 =
𝑟2(𝜃𝛾𝛼 − 𝑟𝛾) + 𝑟3𝑎𝑡 + 𝑟𝜃𝑤𝑡+1 + 𝑟𝑏𝑡+1(1− 𝑟𝑏)

(𝑟2 + 𝑟)
−

− 𝑟
𝑟2(𝜃𝛾𝛼 − 𝑟𝛾) + 𝑟2𝑎𝑡(𝑟 − 1)− (𝜃𝛾𝛼 + 𝑟𝛾)

𝑟2 + 𝑟
=

=
𝑟2(𝜃𝛾𝛼 − 𝑟𝛾)(𝑟 − 1) + 𝑟4𝑎𝑡 + 𝑟𝜃𝑤𝑡+1 + 𝑟𝑏𝑡+1(1− 𝑟𝑏)

(𝑟2 + 𝑟)
≥ 0

It means:

𝜕𝑃𝑟
(︀
𝑈 (𝐼𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) ≥ max{𝑈 (𝐼𝑆𝐸𝑡,𝑃𝐸𝑡+1), 𝑈 (𝐼𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1)}

)︀
𝜕𝜓𝑡+1

≤ 0

The probability of being incorporated self-employment at period 𝑡+1 declines if non-interest

cost of borrowing 𝜓𝑡+1 increases.
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A.0.5 The Role of Non-Interest Cost of Borrowing 𝜓𝑡+1 in the Decision of Being

Paid-Employed at Period 𝑡+ 1

In this subsection, I want to show that if the agent is an unincorporated self-employed

worker (which means she does not have access to the credit market), she may prefer to switch

to paid employment to be able to use credit products (e.g., mortgage) if the non-interest cost

of borrowing declines. To show it I complicate the model by allowing employees to take a

one-period loan in the bank. Paid-employed worker budget constraints:

Period 𝑡: 𝑎𝑡+1 + 𝑐𝑡 = 𝜃𝑤𝑡 + 𝑎𝑡 + 𝑏𝑡(1− 𝑟𝑏)− 𝜓𝑡

Period 𝑡+ 1: 𝑐𝑡+1 = 𝜃𝑤𝑡+1 + 𝑟𝑎𝑡+1 + 𝑏𝑡+1(1− 𝑟𝑏)− 𝜓𝑡+1

To investigate the role of non-interest cost of borrowing 𝜓𝑡+1 in the decision of unincorpo-

rated self-employed at period 𝑡 to switch to paid-employment at period 𝑡+1 - 𝑈𝑆𝐸𝑡 → 𝑃𝐸𝑡+1,

I consider all possible labor choices that the agent has at period 𝑡+1 if she was unincorporated

self-employed at period 𝑡 -it’s 𝐼𝑆𝐸𝑡+1 and 𝑈𝑆𝐸𝑡+1:

𝑃𝑟(𝑈𝑆𝐸𝑡 → 𝑃𝐸𝑡+1) = 𝑃𝑟(𝑈 (𝑈𝑆𝐸𝑡,𝑃𝐸𝑡+1) ≥ max{𝑈 (𝑈𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1), 𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)}

In this subsection I show that the probability of switching 𝑈𝑆𝐸𝑡 → 𝑃𝐸𝑡+1 declines if the

non-interest cost of borrowing at period 𝑡+ 1 increases.

𝜕𝑃𝑟(𝑈𝑆𝐸𝑡 → 𝑃𝐸𝑡+1)

𝜕𝜓𝑡+1

≤ 0

The agent’s utility function if she works as an unincorporated self-employed worker at period

𝑡 and a paid-employed worker at period 𝑡+ 1:

𝑈 (𝑈𝑆𝐸𝑡,𝑃𝐸𝑡+1) − 𝜖(𝑈𝑆𝐸𝑡,𝑃𝐸𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔

(︂
𝑟𝜃(𝑎𝑡)

𝛼 + 𝜃𝑤𝑡+1 + 𝑏𝑡+1(1− 𝑟𝑏)− 𝜓𝑡+1

(𝑟 + 1)

)︂
=

= (1 + 𝛽)𝑙𝑜𝑔

(︂
𝑄− 𝜓𝑡+1

(𝑟 + 1)

)︂
where 𝑄 = 𝑟𝜃(𝑎𝑡)𝛼+𝜃𝑤𝑡+1+𝑏𝑡+1(1−𝑟𝑏)

(𝑟+1)

The agent’s utility function if she works as an unincorporated self-employed worker at period

𝑡 and 𝑡+ 1:

𝑈 (𝑈𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1) − 𝜖(𝑈𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔(𝑎𝛼𝑡 ) + 𝑙𝑜𝑔
𝑟𝜃

𝑟 + 𝛼
+ 𝛽𝑙𝑜𝑔

𝑟𝛼+1𝜃2

𝑟 + 𝛼
= 𝑅

where 𝑅 = (1 + 𝛽)𝑙𝑜𝑔(𝑎𝛼𝑡 ) + 𝑙𝑜𝑔 𝑟𝜃
𝑟+𝛼

+ 𝛽𝑙𝑜𝑔 𝑟
𝛼+1𝜃2

𝑟+𝛼

85



The agent’s utility function if she works as an unincorporated self-employed worker at period

𝑡 and incorporated self-employed worker at period 𝑡+ 1:

𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) − 𝜖(𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1) = (1 + 𝛽)𝑙𝑜𝑔

(︂
𝑟𝜃(𝑎𝑡)

𝛼 + 𝜃𝛾𝛼 − 𝑟𝛾 − 𝜋𝐼𝑆𝐸𝑡+1 − 𝜓𝑡+1

(𝑟2 + 𝑟)

)︂
+ 𝑙𝑜𝑔(𝑟) =

= (1 + 𝛽)𝑙𝑜𝑔

(︂
𝑆 − 𝜓𝑡+1

(𝑟2 + 𝑟)

)︂
+ 𝑙𝑜𝑔(𝑟)

where 𝑆 =
𝑟𝜃(𝑎𝑡)𝛼+𝜃𝛾𝛼−𝑟𝛾−𝜋𝐼𝑆𝐸

𝑡+1

(𝑟2+𝑟)

Assume that 𝜖𝑗 ∈ 𝑁(0; 1), the probability of being unincorporated self-employment at period

𝑡 and paid-employed worker at period 𝑡+ 1:

𝑃𝑟
(︀
𝑈 (𝑈𝑆𝐸𝑡,𝑃𝐸𝑡+1) ≥ max{𝑈 (𝑈𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1), 𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)}

)︀
=

𝑃𝑟
(︀
𝑈 (𝑈𝑆𝐸𝑡,𝑃𝐸𝑡+1) ≥ 𝑈 (𝑈𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1)

)︀
· 𝑃𝑟

(︀
𝑈 (𝑈𝑆𝐸𝑡,𝑃𝐸𝑡+1) ≥ 𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)

)︀
=

= 𝑃𝑟((1 + 𝛽)𝑙𝑜𝑔

(︂
𝑄− 𝜓𝑡+1

(𝑟 + 1)

)︂
+ 𝜖(𝑈𝑆𝐸𝑡,𝑃𝐸𝑡+1) ≥ 𝑅 + 𝜖(𝑈𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1)·

· 𝑃𝑟((1 + 𝛽)𝑙𝑜𝑔

(︂
𝑄− 𝜓𝑡+1

(𝑟 + 1)

)︂
+ 𝜖(𝑈𝑆𝐸𝑡,𝑃𝐸𝑡+1) ≥ (1 + 𝛽)𝑙𝑜𝑔

(︂
𝑆 − 𝜓𝑡+1

(𝑟2 + 𝑟)

)︂
+ 𝑙𝑜𝑔(𝑟) + 𝜖(𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)) =

= Φ

(︂
1√
2

(︂
(1 + 𝛽)𝑙𝑜𝑔

(︂
𝑄− 𝜓𝑡+1

(𝑟 + 1)

)︂
−𝑅

)︂)︂
⏟  ⏞  

𝑇≥0

·

· Φ
(︂

1√
2

(︂
(1 + 𝛽)𝑙𝑜𝑔

(︂
𝑄− 𝜓𝑡+1

(𝑟 + 1)

)︂
− (1 + 𝛽)𝑙𝑜𝑔

(︂
𝑆 − 𝜓𝑡+1

(𝑟2 + 𝑟)

)︂
+ 𝑙𝑜𝑔(𝑟)

)︂)︂
⏟  ⏞  

𝑈≥0

𝜕𝑃𝑟
(︀
𝑈 (𝑈𝑆𝐸𝑡,𝑃𝐸𝑡+1) ≥ max{𝑈 (𝑈𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1), 𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)}

)︀
𝜕𝜓𝑡+1

= Φ
′
(𝑇 ) · (1 + 𝛽)

1√
2

(︃
− 1
𝑟+1

𝑄− 𝜓𝑡+1

(𝑟+1)

)︃
· Φ(𝑈)⏟  ⏞  

≤0

+

+ Φ
′
(𝑈) · (1 + 𝛽)

1√
2

(︃
− 1
𝑟+1

𝑄− 𝜓𝑡+1

(𝑟+1)

−
(︀
− 1
𝑟2+𝑟

)︀
𝑆 − 𝜓𝑡+1

(𝑟2+𝑟)

)︃
· Φ(𝑇 )⏟  ⏞  

≤?≥0

Let’s consider the last term separately:(︃
− 1
𝑟+1

𝑄− 𝜓𝑡+1

(𝑟+1)

−
(︀
− 1
𝑟2+𝑟

)︀
𝑆 − 𝜓𝑡+1

(𝑟2+𝑟)

)︃
=

− 1
𝑟+1

·
(︁
𝑆 − 𝜓𝑡+1

(𝑟2+𝑟)

)︁
+ 1

𝑟2+𝑟
·
(︁
𝑄− 𝜓𝑡+1

(𝑟+1)

)︁
(︁
𝑄− 𝜓𝑡+1

(𝑟+1)

)︁(︁
𝑆 − 𝜓𝑡+1

(𝑟2+𝑟)

)︁ =

=
𝑟𝜃(𝑎𝑡)

𝛼 + 𝜃𝑤𝑡+1 + 𝑏𝑡+1(1− 𝑟𝑏)− 𝜓𝑡+1 − 𝑟𝜃(𝑎𝑡)
𝛼 − 𝜃𝛾𝛼 + 𝑟𝛾 + 𝜋𝐼𝑆𝐸𝑡+1 + 𝜓𝑡+1

(𝑟 + 1)(𝑟2 + 𝑟)
(︁
𝑄− 𝜓𝑡+1

(𝑟+1)

)︁(︁
𝑆 − 𝜓𝑡+1

(𝑟2+𝑟)

)︁ =

=
𝜃𝑤𝑡+1 + 𝑏𝑡+1(1− 𝑟𝑏)− 𝜃𝛾𝛼 + 𝑟𝛾 + 𝜋𝐼𝑆𝐸𝑡+1

(𝑟 + 1)(𝑟2 + 𝑟)
(︁
𝑄− 𝜓𝑡+1

(𝑟+1)

)︁(︁
𝑆 − 𝜓𝑡+1

(𝑟2+𝑟)

)︁ =
(𝑐𝑃𝐸𝑡+1 − 𝑟𝑎𝑡+1 − 𝜓𝑡+1)− (𝑐𝐼𝑆𝐸𝑡+1 − 𝑟𝑎𝑡+1 − 𝜓𝑡+1)

(𝑟 + 1)(𝑟2 + 𝑟)
(︁
𝑄− 𝜓𝑡+1

(𝑟+1)

)︁(︁
𝑆 − 𝜓𝑡+1

(𝑟2+𝑟)

)︁ =

𝑐𝑃𝐸𝑡+1 − 𝑐𝐼𝑆𝐸𝑡+1

(𝑟 + 1)(𝑟2 + 𝑟)
(︁
𝑄− 𝜓𝑡+1

(𝑟+1)

)︁(︁
𝑆 − 𝜓𝑡+1

(𝑟2+𝑟)

)︁ =
𝑒𝑥𝑝(𝑈𝑃𝐸𝑡+1)− 𝑒𝑥𝑝(𝑈𝐼𝑆𝐸𝑡+1)

(𝑟 + 1)(𝑟2 + 𝑟)
(︁
𝑄− 𝜓𝑡+1

(𝑟+1)

)︁(︁
𝑆 − 𝜓𝑡+1

(𝑟2+𝑟)

)︁ ≤ 0
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The nominator is negative because the agent receives higher utility being incorporated self-

employed that being paid-employed worker 𝑈𝐼𝑆𝐸𝑡+1 ≥ 𝑈𝑃𝐸𝑡+1 if all else being equal.

The probability of switching form incorporated self-employment at period 𝑡 to paid-employed

at period 𝑡+ 1 increases if non-interest cost of borrowing 𝜓𝑡+1 increases.

𝜕𝑃𝑟
(︀
𝑈 (𝑈𝑆𝐸𝑡,𝑃𝐸𝑡+1) ≥ max{𝑈 (𝑈𝑆𝐸𝑡,𝑈𝑆𝐸𝑡+1), 𝑈 (𝑈𝑆𝐸𝑡,𝐼𝑆𝐸𝑡+1)}

)︀
𝜕𝜓𝑡+1

≥ 0
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B Dynamic Choice Model

B.1 The Timeline of the Model

In the empirical model at the beginning of period 𝑡, the individual 𝑖 living in area 𝑗 can be in

one of four employment states 𝑘, 𝑌𝑖𝑘𝑗𝑡: paid-employment (𝑘 = 0), incorporated self-employment

(𝑘 = 1), unincorporated self-employment (𝑘 = 2) or non-employment (𝑘 = 3).

The individual 𝑖 also has a set of time-varying individual characteristics 𝑋𝑖𝑗𝑡 (e.g., age, years

of schooling, marital status, the value of large, durable assets, local economic conditions,𝑗, and

etc.) and constant individual characteristics 𝑋𝑖 (e.g., gender, race and Hispanic ethnicity), both

sets denoted as 𝑋𝑖𝑗𝑡 in the model. The agent observes the local credit supply shock occurred

between period 𝑡 and 𝑡− 1, 𝑝𝑖𝑗𝑡.

The accessibility of bank services may create incentives for the individual 𝑖 to change the

labor state. For example, if the use of bank services becomes cheaper for the self-employed,

a person may make a decision to become self-employed and open a new business; or if self-

employed individual 𝑖 does not satisfy bank requirements (e.g., annual income requirements,

collateral requirements, credit score, etc.), the person may make a decision to switch to paid

employment to be able to use bank services. At the beginning of period 𝑡, one would observe

a new employment state for individual 𝑖.

B.2 Dynamic Multinomial Logit Model of Employment

The purpose of this empirical analysis is to show how the local credit supply shocks, 𝑝𝑖𝑗𝑡, with

explanatory variables, 𝑋𝑖𝑗𝑡, influence the transition between employment states 𝑌𝑖𝑘𝑗𝑡 → 𝑌𝑖𝑘𝑗𝑡+1,

and I model this transition using the dynamic multinomial logit process with state dependence

and unobserved heterogeneity. A similar approach to model the determinants of transitions

between labor market states was implemented by Prowse (2012), Cowling and Wooden (2021),

and Lechmann and Wunder (2017).

The probability of employment choice 𝑘 can be expressed as follows:

𝑃𝑟𝑡+1(𝑘|𝑋𝑖𝑗𝑡, 𝑝𝑖𝑗𝑡, 𝜇𝑖𝑘) =
𝑒𝑥𝑝(𝑌𝑖𝑘𝑗𝑡𝛽1𝑘 + 𝑝𝑖𝑗𝑡𝛽2𝑘 +𝑋𝑖𝑗𝑡𝛽3𝑘 + 𝜇𝑖𝑗𝑘)∑︀

𝑘
′∈{𝑃𝐸,𝑆𝐸1,𝑆𝐸2,𝑁𝐸} 𝑒𝑥𝑝(𝑌𝑖𝑘′ 𝑡𝛽1𝑘′ + 𝑝𝑖𝑗𝑡𝛽2𝑘′ +𝑋𝑖𝑗𝑡𝛽3𝑘′ + 𝜇𝑖𝑗𝑘′ )

(24)

The probability of employment choice 𝑘 depends on the previous period job type, 𝑌𝑖𝑘𝑗𝑡, and

the coefficient 𝛽1𝑘 shows the mobility of individuals across employment states between 𝑡 and

𝑡 + 1. The error term, 𝜇𝑖𝑘, represents time-variant unobservables. As a proxy for non-interest

borrowing costs, I use the measure of credit supply shock, 𝑝𝑖𝑗𝑡. A higher value of the CMA
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implies closer proximity to banking services. Since banks perform many functions, I assume

that future unobserved shocks do not influence the availability of banking services and an

individual’s job choice in a given year. The credit supply shock, 𝑝𝑖𝑗𝑡, is assumed to be exogenous

conditional on the time-constant unobserved effect (𝜇𝑖𝑗𝑘) and time-varying observed factors that

may influence the opening of new bank offices in a given area, but I discuss later some potential

solutions to possible violations of this assumption. 𝛽2𝑘 is another coefficient of interest that

shows the direct effect of the CMA on the type of employment. The agent’s ability, 𝜃, the value

of available assets, 𝑎𝑡+1, and the wage of a paid employed worker, 𝑤𝑡+1 are included in 𝑋𝑖𝑗𝑡,

and I will discuss actual measures for these variables later.

The model can be re-written in a more conventional log-odds form by choosing the non-

employed type as the base category:

𝑙𝑛
𝑃𝑟(𝑌𝑖𝑗𝑡+1 = 𝑚, 𝑚 ∈ {𝑃𝐸, 𝑆𝐸1, 𝑆𝐸2})

𝑃𝑟(𝑌𝑖𝑡+1 = 𝑁𝐸)
= 𝑌𝑖𝑘𝑗𝑡𝛽1𝑘 + 𝑝𝑖𝑗𝑡𝛽2𝑘 +𝑋𝑖𝑗𝑡𝛽3𝑘 + 𝜇𝑖𝑗𝑘 (25)

In Equation 25, I allow unobserved heterogeneity 𝜇𝑖𝑗𝑘 to be correlated across employment

states.

B.3 Identification

Several issues arise in estimating Equation 25. The first one is the possible correlation of the

unobserved heterogeneity, 𝜇𝑖𝑗𝑘, with explanatory variables. Following the literature of Murtaza-

shvili and Wooldridge (2016), Papke and Wooldridge (2008), I add the Mundlak-Chamberlain

device or the longitudinal average of time-varying explanatory variables, 𝑋𝑖𝑗𝑡, which models the

permanent unobserved heterogeneity as a linear projection of the time average of time-varying

characteristics. This approach accounts for the endogeneity of inputs with regard to unobserved

factors like an individual fixed-effect model. Since the panel dataset used here is unbalanced,

it is impossible to apply the original approach suggested by Wooldridge (2005) and include a

complete history of lagged explanatory variables, 𝑋+
𝑡 = (𝑋𝑖𝑗2, ..., 𝑋𝑖𝑗𝑇 ) and 𝑝+𝑡 = (𝑝𝑖𝑗2, ..., 𝑝𝑖𝑗𝑇 ).

But I can apply the modified version of Wooldridge (2005) proposed by Rabe-Hesketh and

Skrondal (2013), who suggests using the within-means of individual time-varying character-

istics based on all periods excluding the first period observations, 𝑋+
𝑖 = 1

𝑇−1

∑︀𝑇
𝑡=2𝑋𝑖𝑗𝑡 and

𝑝+𝑖 = 1
𝑇−1

∑︀𝑇
𝑡=2 𝑝𝑖𝑗𝑡. 𝑋

+
𝑖 and 𝑍+

𝑖 are an analog to the Mundlak-Chamberlain device but with-

out initial values. This approach accounts for the possible endogeneity of the CMA with regard

to unobserved factors in a manner similar to the fixed-effect model.

The second issue is related to the initial conditions and occurs due to the correlation be-

tween 𝜇𝑖𝑗𝑘 and the initial observation 𝑌𝑖𝑘𝑗1, and the endogenous initial conditions require a
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specification of the conditional distribution for 𝑌𝑖𝑘𝑗1. I address this problem using the solution

suggested by Wooldridge (2005) and Rabe-Hesketh and Skrondal (2013). This solution specifies

the conditional distribution of 𝜇𝑖𝑗𝑘 via an auxiliary model that includes an initial dependent

variable, 𝑌𝑖𝑘𝑗1, the initial-period explanatory variables, 𝑋𝑖𝑗1 and 𝑝𝑖𝑗1, and within-means of indi-

vidual time-varying characteristics based on all periods excluding the first period observations,

𝑋+
𝑖 . The model specifies the following conditional density of the unobserved heterogeneity:

𝜇𝑖𝑗𝑘 = 𝜋1𝑘𝑌𝑖𝑗𝑘1 +𝑋+
𝑖𝑗𝜋2𝑘 + 𝜋3𝑘𝑋𝑖𝑗1 + 𝑝+𝑖𝑗𝜋4𝑘 + 𝜋5𝑘𝑝𝑖𝑗1 + 𝜂𝑖𝑗𝑘 = 𝐺𝑖𝑗𝜋𝑘 + 𝜂𝑖𝑗𝑘 (26)

where 𝑋+
𝑖𝑗 is the within-means of individual time-varying characteristics based on all periods

excluding the first period observations𝑋+
𝑖𝑗 =

1
𝑇−1

∑︀𝑇
𝑡=2𝑋𝑖𝑗𝑡; 𝑌𝑖𝑘𝑗1 is the initial-period dependent

variable; 𝑋𝑖𝑗1 is the initial-period explanatory variables; 𝑝+𝑖𝑗 is the within-means of the CMA

index based on all periods excluding the first period observations 𝑝+𝑖𝑗 =
1

𝑇−1

∑︀𝑇
𝑡=2 𝑝𝑖𝑡; 𝑝𝑖1 is the

initial-period CMA; 𝜂𝑖𝑘 is the error term where 𝐶𝑜𝑣(𝜂𝑖𝑗𝑘;𝜇𝑖𝑘𝑗𝑡+1) = 0. The vector 𝐺𝑖𝑗 consists of

the initial dependent variable, initial explanatory variables, and within-means of explanatory

variables in subsequent periods. The approach suggested by Wooldridge (2005) and Rabe-

Hesketh and Skrondal (2013) has several advantages. It does not require instruments because

the initial conditions are not modeled separately (in contrast to Heckman (1987) approach).

It can be applied to unbalanced panels, and the within-means terms 𝑋+
𝑖𝑗 and 𝑝+𝑖𝑗 allow for the

correlations between the explanatory variables and the unobserved heterogeneity, 𝜇𝑖𝑗𝑘.

The substitution of Equation 26 into Equation 25 leads to the standard random-effects

multinomial logit model:

𝑙𝑛
𝑃𝑟(𝑌𝑖𝑗𝑡+1 = 𝑚, 𝑚 ∈ {𝑃𝐸, 𝑆𝐸1, 𝑆𝐸2)})

𝑃𝑟(𝑌𝑖𝑗𝑡+1 = 𝑁𝐸)
= 𝑌𝑖𝑘𝑗𝑡𝛽1𝑘 + 𝑝𝑖𝑗𝑡𝛽2𝑘 +𝑋𝑖𝑗𝑡𝛽3𝑘 +𝐺𝑖𝑗𝜋𝑘 + 𝜂𝑖𝑘𝑗 (27)

To estimate the model with the unobserved heterogeneity, 𝜂𝑖𝑘𝑗, I use a parametrical ap-

proach, assuming multivariate normality of the error term, 𝜂𝑖𝑗 ∼ 𝑁(0;𝜎2
𝜂).

B.4 Results

The results of the main model are reported in Table 14. The table presents the relative risk ratios

from the dynamic multinomial logit model of employment with correlated random effects28. The
28Coefficients in a result of multinomial logit model don’t have a direct interpretation as they are relative to

the base category, and in this case using of the relative risk ratios (RRR) are more justified. The RRR of a

coefficient indicates how the risk of the outcome falling in the comparison group compared to the risk of the

outcome falling in the referent group changes with the variable in question. An RRR > 1 indicates that the

risk of the outcome falling in the comparison group relative to the risk of the outcome falling in the referent
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dependent variable is the employment state at 𝑡 + 1, with the non-employment state chosen

as the base outcome and the paid employment state selected as the omitted lagged dependent

category.

The previous labor status plays an essential role in the current job type. Predictably, for

self-employed and non-employed individuals, the risk of working in the paid employment sector

in period 𝑡 + 1 relative to paid employed workers is small and negative (the odds are 0.191,

0.181, and 0.040, respectively). For both types of self-employed, the previous job in the self-

employed sector increases the risk of being either type of self-employed. The relative risk ratio

of being incorporated self-employed in period 𝑡+1 relative to paid employed workers in period

𝑡 is 50.034 for the incorporated self-employed and 13.791 for the unincorporated self-employed.

The non-employed are less likely to switch to any self-employment. The relative risk ratio of

being unincorporated self-employed in period 𝑡+1 relative to paid employed workers in period

𝑡 for the incorporated self-employed and 23.329 for the unincorporated self-employed.

The result of primary interest is the impact of the supply shock index. Specifically, a rise

of one standard deviation in this index leads to a 1.037 increase in the likelihood of being paid

employed. Conversely, this same increase in the supply shock index reduces the probability of

becoming incorporated self-employed by 0.108. Additionally, a rise in the supply shock index

heightens the chance of becoming unincorporated self-employed by 1.098.

The value of large, durable assets plays an essential role in being self-employed and increases

the risk of being incorporated self-employed or unincorporated self-employed, but it does not

significantly influence the risk of being a paid employed worker. Furthermore, the difference in

log income for wage and salary workers and self-employed workers increases the risk of being

paid employed, decreases the risk of being unincorporated self-employed, and does not influence

the risk of being incorporated self-employed.

To show the average marginal effect (AME) of a one-unit improvement in the supply shock

index on the size of sectors and the transition probabilities, I re-estimate the main model,

including the interaction terms between the employment state, 𝑌𝑖𝑘𝑗𝑡, and the supply shock

group increases as the variable increases. In other words, the comparison outcome is more likely. An RRR < 1

indicates that the risk of the outcome falling in the comparison group relative to the risk of the outcome falling

in the referent group decreases as the variable increases.
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index, 𝑝𝑖𝑗𝑡:

𝑙𝑛
𝑃𝑟(𝑌𝑖𝑗𝑡+1 = 𝑚, 𝑚 ∈ {𝑃𝐸, 𝑆𝐸1, 𝑆𝐸2)})

𝑃𝑟(𝑌𝑖𝑗𝑡+1 = 𝑁𝐸)
= 𝑌𝑖𝑘𝑗𝑡𝛽1𝑘𝑗 + 𝑝𝑖𝑗𝑡𝛽2𝑘𝑗 + 𝑌𝑖𝑘𝑗𝑡 * 𝑝𝑖𝑗𝑡𝛽3𝑘𝑗 +𝑋𝑖𝑗𝑡𝛽4𝑘𝑗+

+ 𝐹𝑖𝑗𝜋𝑘𝑗 + 𝜂𝑖𝑘𝑗

(28)

where 𝐹𝑖𝑗𝜋𝑘𝑗 = 𝜋1𝑘𝑗𝑌𝑖𝑘𝑗1 +𝑋+
𝑖𝑗𝜋2𝑘𝑗 + 𝜋3𝑘𝑗𝑋𝑖𝑗1 + 𝑝+𝑖𝑗𝜋4𝑘𝑗 + 𝜋5𝑘𝑗𝑝𝑖𝑗1.

Table 15 shows the average marginal effect (AME) of the credit supply shock, 𝑝𝑖𝑗𝑡, on the

probability of switching between employment states. The first row of Table 15 shows the share

of sectors in the period 𝑡 + 1. An increase in 𝑝𝑖𝑗𝑡 by one standard deviation decreases the

likelihood of turning from paid employment to incorporated self-employment by 0.3 ppt, but

increases the likelihood of unincorporated self-employment at period 𝑡+1 by 0.01 ppt. The effect

of 𝑝𝑖𝑗𝑡 on the likelihood of switching from incorporated self-employment to paid employment

is substantial (2.9 ppt improvement). If the credit supply is worse by one standard deviation,

incorporated self-employed are less likely to stay in the incorporated sector (-0.38 ppt) and

less likely to switch to unincorporated self-employment (-1.1 ppt). It supports the evidence

from the theoretical model (Corollary 2) that an increase in non-interest costs of borrowing

(severe credit supply shock) is likely to increase the probability of switching from incorporated

self-employment to paid employment. But for unincorporated self-employment, an increase in

𝑝𝑖𝑗𝑡 by one standard deviation increases the probability of staying in the sector by 4.4 ppt, and

switching to paid employment decreases by 3.5 ppt and to incorporated self-employment by

0.7ppt.

In addition to the AMEs (which are calculated across all individuals in the sample), I

also estimate the marginal effects at the mean values of covariates and different values of 𝑝𝑖𝑗𝑡.

These results are plotted in Figure 19. The figure shows the predicted probabilities of being

incorporated or unincorporated self-employed at period 𝑡 + 1 at different values of the supply

shock index. Results for unincorporated self-employed in the period 𝑡+1 (panel (a)) show that a

more severe supply shock significantly increases the probability of staying in unincorporated self-

employment. At the same time, incorporated self-employed tend to switch to unincorporated

when a shock is small, but this probability decreases if the shock becomes more severe. Results

for incorporated self-employed in the period 𝑡 + 1 (panel (b)) show that a more severe supply

shock significantly decreases the probability of staying in incorporated self-employment. At the

same time, unincorporated self-employed tend to switch to incorporated when a shock is small,

but this probability also decreases if the shock becomes more severe.
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Table 14: Dynamic Multinomial Logit Model of Employment Choices

VARIABLES PE, 𝑡+ 1 Incorp SE, 𝑡+ 1 Unincorp SE, 𝑡+ 1

(1) (2) (3)

Incorp SE, 𝑡 0.191*** 50.034*** 12.107***

(0.074) (28.507) (7.376)

Unincorp SE, 𝑡 0.181*** 13.791*** 23.329***

(0.059) (6.212) (11.985)

NE, 𝑡 0.040*** 0.390** 0.223***

(0.007) (0.148) (0.087)

Supply Shock, 𝑡 1.037** 0.108** 1.098***

(0.058) (0.011) (0.100)

Assets 1.095* 1.070** 0.987

(0.062) (0.119) (0.121)

log (𝑤𝑃𝐸)- log (𝑤𝑈𝑆𝐸) 1.435*** 1.751 0.756**

(0.335) (0.690) (0.305)

Control variables, 𝑋𝑖𝑗 and 𝑋𝑖𝑗𝑡

Age 1.250*** 1.311*** 1.310***

(0.039) (0.116) (0.085)

Age sq. 0.997*** 0.996*** 0.997***

(0.000) (0.001) (0.001)

Female 0.930 0.547*** 0.719*

(0.089) (0.100) (0.125)

Race:

Black 0.749*** 0.698 0.575***

(0.074) (0.154) (0.121)

Other 0.670** 0.380*** 0.832

(0.107) (0.122) (0.256)

Hispanic 0.851 1.290 0.569*

(0.146) (0.444) (0.171)

Married 1.013 0.952 1.283

(0.131) (0.282) (0.328)
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VARIABLES PE, 𝑡+ 1 Incorp SE, 𝑡+ 1 Unincorp SE, 𝑡+ 1

(1) (2) (3)

Control variables, 𝑋𝑖 and 𝑋𝑖𝑡

Education:

Some college 1.163* 1.427* 1.423*

(0.104) (0.303) (0.257)

Bachelor’s degree 0.795 1.550 0.662

(0.189) (0.769) (0.384)

Grad degree 1.363** 2.344*** 1.806**

(0.186) (0.640) (0.456)

Number of kids:

1 child 1.060 0.812 0.937

(0.120) (0.203) (0.204)

Fewer than 4 kids 0.756** 0.835 0.676*

(0.091) (0.197) (0.145)

More than 4 kids 0.566 0.874 0.849

(0.252) (0.571) (0.438)

Number of HH members:

2 adults in HH 1.283** 1.539 0.861

(0.146) (0.490) (0.210)

Fewer than 4 adults in HH 1.359** 1.662 1.015

(0.205) (0.641) (0.292)

More than 4 adults in HH 1.515 1.959 1.850

(0.555) (1.604) (1.459)

Local Economic Conditions, 𝐿𝑖𝑡 Yes Yes Yes

Time-averaged variables 𝑋+
𝑖𝑗 , 𝑝

+
𝑖𝑗 Yes Yes Yes

Initial conditions, 𝑌𝑖𝑗1, 𝑋𝑖𝑗1 Yes Yes Yes

Region FE Yes Yes Yes

Year FE Yes Yes Yes
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VARIABLES PE, 𝑡+ 1 Incorp SE, 𝑡+ 1 Unincorp SE, 𝑡+ 1

(1) (2) (3)

Unobserved effect, 𝜂𝑖𝑗

Var(𝜂𝑖𝑗) 0.121 0.110 0.413

(0.019) (0.022) (0.021)

Cov (𝜂𝑖,𝑃𝐸; 𝜂𝑖,𝐼𝑆𝐸) 0.211

(0.013)

Cov (𝜂𝑖,𝐼𝑆𝐸; 𝜂𝑖,𝑈𝑆𝐸) 0.277

(0.013)

Cov (𝜂𝑖,𝑃𝐸; 𝜂𝑖,𝑈𝑆𝐸) 0.141

(0.016)

Observations 11,922

Robust standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes. The table presents the relative risk ratios from the dynamic multinomial logit em-

ployment model with correlated random effects. The dependent variable is the employment

status at time t+1, with the non-employed chosen as the base outcome. Columns present the

full estimates of Equation 27 with correlated random effects, using the WRS solution to the

endogeneity of the initial conditions. The following variables are included but not shown: year

dummies, four regions, fixed effects for the first year of the stochastic process, the Mundlack

device and the intercept, and regional economic characteristics. The omitted category of race

is white, the number of kids is no kids, and the number of adults is one adult.
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Table 15: Change in Transition Probabilities

Paid-E, t+1 Incorp SE, t+1 Unincorp SE, t+1

Share of sector, t+1 83.81% 2.43% 3.01%

Paid-E, t 0.3pp -0.2pp 0.01pp

(0.003) (0.0008) (0.001)

Incorp SE, t 2.9pp -0.38pp -1.1pp

(0.027) (0.032) (0.027)

Unincorp SE, t -3.5pp -0.7pp 4.4pp

(0.027) (0.023) (0.029)

NE, t -1.6pp 0.7pp 0.3pp

(0.020) (0.009) (0.007)

Notes. This table shows the average marginal effect of an increase in the supply shock by one standard

deviation in period 𝑡 on the transition probability to labor states in period 𝑡 + 1 (paid employment,

incorporated self-employment, unincorporated self-employment).

Figure 19: Dynamic of Self-Employment in the U.S.

a) b)

Notes. The figure shows the predicted probabilities of being in one of the two types of self-employment

at different values of the credit supply index. The index is standardized with a mean of zero and a

standard deviation of one. Predictions are obtained at sample means of covariates and based on the

WRS model reported in Table 14.
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C Additional Tables

Table 16: Supply Shocks and Access to Credit. Part I

(1) (2) (3) (4) (5) (6) (7)

VARIABLES Credit Card Charge Card Refinance Mortgage Application for new credit Reduction in the Available Being Asked to Pay Off Filing

has been denied Limit for Credit Cards Remaining Balance Bankruptcy

Supply Shock -0.022*** -0.023*** -0.001*** 0.005*** 0.009** 0.0008** 0.003***

(0.003) (0.003) (0.00002) (0.00004) (0.004) (0.0003) (.0009)

PE 0.033 -0.025 0.010 0.036 0.065* 0.001 0.001

(0.024) (0.027) (0.024) (0.028) (0.034) (0.019) (0.008)

ISE 0.017 -0.028 -0.002 -0.014 0.009 -0.0002 0.007

(0.021) (0.024) (0.023) (0.026) (0.031) (0.017) (0.007)

USE 0.138*** -0.112*** -0.028* 0.023 0.018 0.023** 0.002

(0.013) (0.014) (0.017) (0.014) (0.017) (0.009) (0.004)

Number of bank workers -0.265** 0.289** -0.009 -0.108 -0.262 -0.001 -0.043

(0.128) (0.143) (0.138) (0.155) (0.183) (0.103) (0.041)

Owner of house -0.167*** 0.242 0.041 -0.140*** -0.033 -0.004 -0.031***

(0.036) (0.039) (0.037) (0.063) (0.079) (0.087) (0.021)

Number of banks -190.9*** -215.3*** -89.76* -106.8*** -12.24 1.983 9.603

(31.05) (34.72) (48.37) (38.52) (45.40) (25.48) (9.997)

Large durable assets -0.097*** 0.077*** 0.015*** -0.015*** 0.008 -0.002 -0.005***

(0.004) (0.004) (0.004) (0.005) (0.006) (0.003) (0.001)

Diff in wages -0.058** 0.061** 0.021 -0.032 -0.025 0.009 -0.019***

(0.023) (0.026) (0.025) (0.027) (0.032) (0.018) (0.007)
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Table 17: Supply Shocks and Access to Credit. Part II

(1) (2) (3) (4) (5) (6) (7)

VARIABLES Credit Card Charge Card Refinance Mortgage Application for new credit Reduction in the Available Being Asked to Pay Off Filing

has been denied Limit for Credit Cards Remaining Balance Bankruptcy

Age -0.001 0.006 0.004 -0.005 0.014** 0.008** 0.003**

(0.004) (0.004) (0.005) (0.005) (0.006) (0.003) (0.001)

Age sq. -0.000 -0.000 -0.000 0.000 -0.000*** -0.000** -0.000***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Female -0.020** 0.057*** -0.013 0.035*** 0.008 0.001 0.005*

(0.008) (0.009) (0.009) (0.010) (0.012) (0.007) (0.003)

Race (Black) 0.143*** -0.053*** -0.020 0.055*** 0.004 0.048*** -0.000

(0.014) (0.015) (0.015) (0.016) (0.019) (0.011) (0.004)

Race (Other) 0.034** -0.026 -0.023 -0.007 0.030 0.013 -0.005

(0.015) (0.017) (0.017) (0.018) (0.021) (0.012) (0.005)

Hispanic 0.042*** 0.102*** -0.021 -0.038** -0.042** 0.023* -0.009*

(0.015) (0.017) (0.017) (0.018) (0.021) (0.012) (0.005)

Married -0.066*** 0.097*** 0.032* -0.018 0.016 0.002 0.005

(0.015) (0.017) (0.017) (0.018) (0.021) (0.012) (0.005)

1 child 0.049*** -0.032** 0.031* 0.009 0.015 -0.001 0.010**

(0.014) (0.016) (0.016) (0.017) (0.020) (0.011) (0.005)

Less than 4 kids 0.066*** -0.031*** 0.028** 0.002 0.000 0.006 0.000

(0.010) (0.012) (0.012) (0.013) (0.015) (0.008) (0.003)

More than 4 kids 0.019 -0.129*** 0.086** 0.010 -0.034 -0.011 0.010

(0.039) (0.043) (0.040) (0.047) (0.056) (0.031) (0.012)

2 adults in HH 0.029** -0.025* -0.022 0.006 -0.014 0.006 0.004

(0.012) (0.013) (0.014) (0.014) (0.017) (0.010) (0.004)

Less than 4 adults in HH 0.120*** -0.110*** -0.049** 0.061*** 0.049* 0.000 0.012*

(0.019) (0.022) (0.022) (0.023) (0.027) (0.015) (0.006)

More than 4 adults in HH 0.107*** -0.023 0.006 0.032 0.107** 0.024 0.030**

(0.038) (0.043) (0.042) (0.045) (0.054) (0.030) (0.012)

Unemployment -0.000 0.000*** 0.000 -0.000 -0.000 0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

% of college grads -0.176* -0.124 -0.062 0.157 0.093 -0.128 -0.003

(0.099) (0.111) (0.116) (0.120) (0.142) (0.080) (0.032)

LnGDP -0.167*** 0.242*** 0.040 -0.140*** 0.033 0.004 0.031***

(0.033) (0.037) (0.055) (0.042) (0.049) (0.028) (0.011)

Number of business est 0.000 -0.000*** -0.000 0.000 0.000 -0.000 0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Observations 33,160 33,201 16,804 8,568 8,385 8,571 29,559

R-squared 0.201 0.117 0.106 0.053 0.054 0.038 0.036

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1
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D Data Appendix

D.1 Types of Self-Employed

Table 18: Types of Self-Employment

Incorporated Unincorporated

Legal Entity Operate their business as Usually operate as

a distinct legal entity, such as a corporation sole proprietors or in partnerships.

(e.g., C-Corporation or S-Corporation) They don’t create a separate legal entity for the business.

or a Limited Liability Company (LLC).

Liability Incorporation generally offers There’s no limited liability protection for sole proprietors.

limited liability protection. They are personally liable for all

This means that the individual’s personal the business’s debts and legal obligations.

assets are typically shielded This can put their personal assets at risk.

from the business’s debts or legal liabilities.

Taxes Corporations may be subject to double taxation. There’s no limited liability protection for sole proprietors.

The corporation pays taxes on its earnings, Sole proprietors report business income

and then shareholders also pay taxes on dividends a. and expenses on Schedule C of their individual tax returns.

Profits are subject to self-employment taxes (Social Security and Medicare).

Partners in a partnership report their share of income and losses on their individual tax returns.

Regulation Incorporated entities often face Operating as an unincorporated self-employed individual

more rigorous regulatory requirements. typically involves fewer regulatory requirements

They might need to have regular and formalities than incorporated businesses.

board meetings, maintain minutes, There’s no need for board meetings

and meet other state-specific requirements. or minutes, for instance.

Cost Incorporating a business usually Generally, starting and operating as an

involves higher initial and ongoing costs, unincorporated self-employed individual

such as state registration fees, is less costly regarding setup and maintenance.

annual report fees, and costs associated

with legal and accounting services.

aS-Corporations avoid this by passing income, losses, deductions, and credits through to shareholders who

report this on their individual tax returns. Depending on elections and criteria, LLCs offer flexibility in tax

treatment and can be taxed as sole proprietorships, partnerships, or corporations.
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D.2 Access to Finance and Self-Employment

D.2.1 Changes in Number of Branches and Self-Employment.

In this subsection, I investigate the relationship between self-employment and the presence

of bank branches, taking into account housing prices as a measure of individual wealth and

local economic conditions. The analysis utilizes data from 2004 to 2014 from three sources:

the change in the number of branches from the FDIC Summary of Deposits (SOD) for the

years 2004 and 2014, the Federal Housing Finance Agency (FHFA) House Price Indexes (HPIs)

for annual cumulative appreciation, and the County Business Patterns data for information

on new establishments, self-employed, and small businesses (incorporated and unincorporated

self-employed are presented as one variable). The dataset covers ten years, from 2004 to 2014,

and includes various economic indicators at the county level.

Analysis reveals a reverse correlation between the rate of self-employment and the variation

in the number of local bank branches. Generally, as the proportion of self-employed individuals

in an area increases, the number of bank branches tends to decrease. However, this trend

is influenced by housing prices. Precisely, in areas with lower housing prices, an increase in

self-employment is often paralleled by a growth in bank branches. In contrast, in regions with

medium to high housing prices, a rise in self-employment usually coincides with a decrease in

bank branches.

Table 19 provides descriptive data showing changes in bank branches at the zip code level,

correlating with the dynamics of self-employment. The table categorizes data into quartiles

based on the proportion of self-employed individuals and housing price indices 2014. The table

displays the change in bank branches from 2004 to 2014, with standard deviations included in

parentheses.

The overall analysis reveals a prominent trend: as the number of self-employed people in

an area increases, the number of bank branches usually decreases. But this doesn’t happen

everywhere in the same way. I observed that the correlation between the share of self-employed

and the change in bank branches is somewhat contingent upon the housing values. More self-

employed people in areas with lower housing costs correlate with more bank branches. The

highest increase in bank branches is observed in counties with median housing prices and a low

share of SE (1.811). This makes sense because banks want to be where their customers are.

But in counties with higher housing costs, the opposite happens. More self-employed people

can lead to fewer bank branches; the smallest increase is found in the county with a high share

of SE and median housing prices (0.696). This might be because banks think opening new
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branches in these expensive areas is not worth it.

Overall, the correlation between the share of self-employed individuals and alterations in

bank branches manifests differently under varying conditions of HPI, displaying an increase in

branches under lower HPI and a decrease under higher HPI conditions.
Table 19: Changes in Bank Branches (2004-2014) by Self-Employment Rates and Housing Price

Index (HPI) in 2014

Low share SE Moderate share SE Median share SE High share SE Total

Low HPI 0.263 0.326 0.223 0.359 0.287

(0.701) (0.801) (0.615) (0.781) (0.718)

Moderate HPI 0.596 0.347 0.313 0.487 0.412

(2.302) (1.001) (1.261) (1.164) (1.494)

Median HPI 1.811 1.491 0.701 0.696 1.296

(17.883) (11.686) (5.174) (1.893) (12.451)

High HPI 1.098 0.836 0.866 0.793 0.923

(4.644) (2.840) (3.131) (1.964 ) (3.516)

Total 0.983 0.844 0.505 0.481 0.699

(10.023) (6.963) (3.647) (2.083) (6.414)

Notes.This table illustrates the changes in bank branches across quartiles of self-employed rate and the

Housing Price Index (HPI) in 2014. Self-employed rate and HPI are broken into quartiles to visualize

these variables’ impact better. Numbers in parentheses represent standard deviations. The number

of branches is derived from the FDIC Summary of Deposits for the relevant years; housing prices are

from the Federal Housing Finance Agency House Price Indexes and County Business Patterns data

for new establishments and small businesses. Covering a decade (2004-2014), the dataset encompasses

various economic indicators at the county level.
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D.2.2 The Financial Dependence of Different Types of Self-Employed.

Unfortunately, the main database used in the analysis (CAPS) does not have much information

about sources of business finance. The financial dependence of different types of entrepreneurs

can be analyzed using an additional source of data, the Survey of Small Business Finances

(SSBF). The survey collects information on small businesses (fewer than 500 employees) in

the United States. Owner characteristics, firm size, use of financial services, and the income

and balance sheets of the firm are just some examples of the information collected. The survey

contains six types of small businesses that can be divided into incorporated and unincorporated

businesses29. Sole proprietorship and partnership are identified as unincorporated businesses.

LLP, LLC, S-corporation, and C-corporation are incorporated businesses.

To identify the correlation between access to financial markets and types of business, I

implement several empirical models. First, I estimate a linear probability model of using

different credit products (business credit line, credit card, or personal credit card) based on the
29DEFINITION OF SOLE PROPRIETORSHIP: A sole proprietorship is an unincorporated business owned

by a single person. The individual proprietor has the right to all the profits from the business and responsibility

for all the business’s liabilities.

DEFINITION OF PARTNERSHIP: A partnership is an unincorporated form of business in which two or

more owners agree to split the business’s profits/losses or capital in a particular fashion. There may be limited

and/or general partners.

DEFINITION OF LIMITED LIABILITY PARTNERSHIP: A limited liability partnership (or LLP) is a

business established as an entity under state law and owned by two or more owners where the partners’ liability

is limited to their investment in the partnership, and each of the partners has protection against personal liability

for partnership liabilities except for liability due to partner’s own negligence or of persons under partner’s

direction.

DEFINITION OF S-CORPORATION: An S-corporation is a corporation that does not pay tax on its income.

To qualify for S-corporation status, the business (1) must be a U.S. corporation, (2) must have only one class

of stock and no more than 75 shareholders, and (3) may not have certain organizations or non-U.S. citizens as

shareholders.

DEFINITION OF C-CORPORATION: A C-corporation (or corporation) is a business that has been granted

a state charter recognizing it as a separate legal entity having its own rights, privileges, and liabilities distinct

from those of the individuals that form the business.

DEFINITION OF LIMITED LIABILITY COMPANY: A limited liability company (or LLC) is an entity

established as a corporation under state law. The entity has the same limited liability characteristics as a

corporation while often having the same tax characteristics as a partnership. LLC owners may actively par-

ticipate in the organization’s management and are protected against personal liability for the organization’s

debts/liabilities.
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type of business:

𝑌𝑖𝑡 = 𝛽0 + 𝛽1𝑋𝑖𝑡 + 𝛽2𝑍𝑖𝑡 + 𝜖𝑖𝑡

where Y is the indicator of using a different credit product (business credit line, credit

card, personal credit card, or shareholder’s loan), and X is the indicator of having an in-

corporated business (𝑋 = 0 if the business is unincorporated, 𝑋 = 1 if the business is in-

corporated). Z is the set of control variables, including a dummy for sampling strata (firm

size*urban/rural*census division), a dummy for a year (2004 or 2005), number of owners, num-

ber of workers, number of sites, and total sales compared to the previous year ($). 𝜖 is the

idiosyncratic error term.

Results show that incorporating a business increases the likelihood of using a business credit

line, credit card, and shareholders’ loan and decreases using the owner’s personal credit card.

Table 20: Usage of Different Credit Products

Business Business Personal Shareholder’s

Credit Line Credit Card Credit Card Loan

Incorporated 0.642*** 0.703*** -0.309*** 0.246***

(0.02) (0.019) (0.019) (0.044)

Other Controls Yes Yes Yes Yes

Observations 21,200 21,200 21,200 21,200

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes. The table shows the results of the linear probability model where the dependent variable is

the indicator of using a different credit product (business credit line, credit card, shareholders’ loan, or

personal credit card). Independent variables include the indicator of having an incorporated business

and the set of control variables (a dummy for sampling strata (firm size*urban/rural*census division),

a dummy for a year (2004 or 2005), number of owners, average owners experience, number of workers,

number of sites, and total sales compared to the previous year ($)). All variables are weighted by

survey sample weights.

Secondly, I delve into the purpose of the loan, examining the likelihood of borrowing for
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various objectives such as purchasing equipment, acquiring a business-use motor vehicle, or

securing a mortgage for business needs. The model of analysis is the following:

𝑌𝑖𝑡 = 𝛽0 + 𝛽1𝑋𝑖𝑡 + 𝛽2𝑍𝑖𝑡 + 𝜖𝑖𝑡

where Y is the indicator of using a loan for different purposes (purchasing equipment,

acquiring a business-use motor vehicle, or securing a mortgage for business needs), and X is the

indicator of having an incorporated business (𝑋 = 0 if the business is unincorporated, 𝑋 = 1 if

the business is incorporated). Z is the set of control variables, including a dummy for sampling

strata (firm size*urban/rural*census division), a dummy for a year (2004 or 2005), number of

owners, number of workers, number of sites, and total sales compared to the previous year ($).

𝜖 is the idiosyncratic error term.

The findings indicate that incorporating a business enhances the probability of utilizing a

loan to purchase equipment, a business vehicle, or a business-related mortgage.
Table 21: Purpose of Different Credit Products

Equipment Vehicle Mortgage

Incorporated 0.483*** 0.317*** 0.172***

(0.026) (0.02) (0.019)

Other Controls Yes Yes Yes

Observations 21,200 21,200 21,200

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes. The table shows the linear probability model results where the dependent variable indicates

using a different credit product (business credit line, credit card, or personal credit card). Independent

variables include the indicator of having an incorporated business and the set of control variables

(a dummy for sampling strata (firm size*urban/rural*census division), a dummy for a year (2004 or

2005), number of owners, number of workers, average owners experience, number of sites, and total

sales compared to the previous year ($)). All variables are weighted by survey sample weights.

Finally, I looked at the dependence of the loan size on the type of business. The dependent
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variables are the average monthly expenses on the owner’s personal or business credit card.

𝑙𝑜𝑔(𝐿𝑖𝑡) = 𝛽0 + 𝛽1𝑋𝑖𝑡 + 𝛽2𝑍𝑖𝑡 + 𝜖𝑖𝑡

where L is the loan size, and X is the indicator of having an incorporated business (𝑋 = 0 if

the business is unincorporated, 𝑋 = 1 if the business is incorporated). Z is the set of control

variables, including a dummy for sampling strata (firm size*urban/rural*census division), a

dummy for a year (2004 or 2005), number of owners, number of workers, number of sites, and

total sales compared to the previous year ($). 𝜖 is the idiosyncratic error term.

Table 22: Size of the loan

Expenses on Expenses on

Personal CC Business CC

Incorporated 0.751*** 0.767***

(0.034) (0.033)

Other Controls Yes Yes

Observations 9,038 11,213

Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes. The table shows the probit model results where the dependent variable is the indicator of

using a different credit product (business credit line, credit card, or personal credit card). Independent

variables include the indicator of having an incorporated business and the set of control variables

(a dummy for sampling strata (firm size*urban/rural*census division), a dummy for a year (2004 or

2005), number of owners, number of workers, average owners experience, number of sites, and total

sales compared to the previous year ($)). All variables are weighted by survey sample weights.
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D.3 Measures of Distance in the Literature

Due to data sensitivity, the literature does not investigate the distance between individual

borrowers and banks. To the best of my knowledge, only one paper investigated the distance

between individual borrowers and banks: Malkova and Sabirianova Peter. The paper explores

the expansion of branches and its effect on labor informality in Russia. It uses RMLS data,

and the average distance is around 3.3 miles. Other papers that investigate the distance in the

context of small firms show that the median distance between small firms and their supplier of

credit is around 3-5 miles (Amel and Brevoort (2005) and Brevoort et al. (2010)). Similar to

my estimations (around 1.2-1.6 miles), the average distance between small firms and branches

was found in Ono et al. (2016) and Carling and Lundberg (2005), but in the context of Japan

and Sweden.
Table 23: Borrower-Lender Distance in the Literature

Paper Country Ave Distance Object of Research Interest

Corporate lending

Petersen and Rajan (2002) USA 115 miles Interest rate

Degryse and Ongena (2005) Belgium 1.4 miles Interest rate

Agarwal and Hauswald (2010) USA 10.25 minutes Interest rate

Knyazeva and Knyazeva (2012) USA 744 miles Interest rate

Herpfer et al. (2023) Norway 19.2 minutes Interest rate

Milani (2014) Italy 2.138 km Loan Default

Jiménez et al. (2009) Spain 353.84 km Collateral size

Small Business lending

Adams et al. (2021) USA 4 miles Change in distance

Bellucci et al. (2013) Italy 3.2 miles Interest rate

Brevoort et al. (2010) USA 3.2 miles Distance dynamics

DeYoung et al. (2008) USA 4.99 miles Loan Default

DeYoung et al. (2011) USA 6.36 miles Distance Dynamics

Ono et al. (2016) Japan 1.2 miles Firm-Bank Relationships

Carling and Lundberg (2005) Sweden 1.6 miles Credit Risk Management

Personal lending

Malkova and Sabirianova Peter Russia 5.4 km Labor Informality

Notes. Table contains the average borrower-lender distance found in the previous literature for

different types of borrowers (corporate clients, small businesses, and personal lending).
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D.4 Data Description

The Community Advantage Program Study, launched in 1999, examines data collected since

1999 from homeowners who receive mortgages through the Community Advantage Program

(CAP), a path-breaking mortgage initiative of Self-Help, the Ford Foundation, and Fannie Mae

that has funded more than $4 billion of home loans to low- and moderate-income borrowers.

At the center of the CAP Study is data from the Community Advantage Panel Survey

(CAPS), an 11-year panel survey of low- and moderate–income homeowners and renters fielded

annually between 2003 and 2014. Initially, 3743 homeowners recruited to participate in CAPS

received mortgages between 1999 and 2003 through the Community Advantage Program, and

1529 participating renters were recruited to match these homeowners concerning geographic

proximity and income ceilings.

D.4.1 Survey Participation

The data sets reflect the dual-sample structure of the survey, with one series of data sets

containing data for survey participants who were homeowners at the beginning of the survey

period and received CAP mortgages (i.e., the owners’ sample) and one series of data sets for

survey participants who were renters at the beginning of the survey period (i.e. the renters’

sample). Although some survey participants changed their residential tenure status during the

survey, for data storage purposes, each case remains part of the sample to which it was assigned

at baseline.

Table 24 shows statistics of the sample creation taken from the "CAPS data collection re-

port" provided by the Center of Community Capital UNC. In 2003, 7223 homeowners were

eligible for the CAPS as they received CAP mortgages. In 2004, these homeowners were

matched by geographic proximity and income ceilings with 15934 renters. Table 24 shows dif-

ferent statuses of respondents. Cases for which no interview was completed included those that

had moved out of the interviewing area or country. In this case, a new telephone number could

not be found, and the respondent could not be located. Refusal reasons included disinterest

in the study and an unwillingness to continue participating. Some cases were not interviewed

because interviewers learned that the respondents were incarcerated, institutionalized, or in-

capable of completing interviews. Telephone interviewers could confirm the status of deceased

respondents through spouses and relatives.
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Table 24: Attrition Rate by Year

VARIABLES 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

Homeowners

Beginning panel 7223 3743 1670* 2537 3188 2795 2638 2592 2488 2325 2286 2145

Unable to contact 2111 553 195 353 653 166 275 353 397 197 300 262

Ineligible 344 358 13 5 170 28 17 23 8 21 19 13

Refusals 1025 218 151 61 286 228 117 128 65 52 43 39

Total eligible cases 4768 2832 1462 2179 2887 2780 2627 2585 2487 2320 2275 2140

Completed interviews 3743 2614 1283 2118 2079 2376 2229 2088 2018 2055 1924 1832

Attrition rate 79% 92% 88% 97% 72% 85% 85% 81% 81% 89% 85% 86%

Renters

Beginning panel 15934 1529 1156 1214 1086 1061 1042 1015 958 944 901

Unable to contact 2113 250 108 250 57 105 135 142 45 97 81

Ineligible 8981 40 36 33 17 22 10 10 17 13 14

Refusals 3311 82 43 29 29 19 12 12 10 11 15

Total eligible cases 1521 1145 1188 1074 1046 1033 1009 951 939 894

Completed interviews 1529 1157 969 902 980 915 873 851 885 823 791

Attrition rate 76% 85% 76% 91% 87% 85% 84% 93% 88% 88%

Notes. This table shows statistics for participation in the survey. Most of the interviews are

telephone surveys that happened between May and October in the given year. Except in 2005

(marked *), when homeowners participated in an in-home survey, we observed fewer eligible

respondents.

108



D.4.2 Variables Description

Self-employed workers are a self-defined category by respondents. Self-employment is their

primary job.

Paid-employed workers are a self-defined category and comprised of (a) employees in private

business and (b) employees in government.

Type of business.

Age, female, year of survey. Self-explanatory.

Household income. It’s a gross income, the sum of all HH members’ income during the last

year.

Race. A binary indicator for the following categories: White, Black, Hispanic, and other

(Asian, Native American, etc).

Education. A categorical variable indicating the highest level of schooling completed by

a respondent: [1] “Less than High School Diploma”, [2] “High School Diploma”, [3] “College

graduate ”, and [4] "Doctoral or professional degree. The first category is the base category.

Married. = 1 for legally married individuals (including those not living together) and 0 for

other categories, including single, widowed, divorced, and living together without marriage.

Number of household members. Counts the number of household members who are presently

living in the same household.

Number of kids per household. Counts the number of children under the age of 18 currently

residing in the same household.

State population. Number of people living in the state in thousands. The population is

taken from the 2010 Census.

Regions. Set of dummies for living in one of the four regions at the time of the interview.

The regions are Midwest, Northeast, South, and West.

First wave fixed effects. Set of dummies for the starting year of the stochastic sequence or

the year of entry to the estimation sample.

Distance to the nearest bank, miles. The distance to the nearest bank is the Euclidean

distance between the location of the respondent’s home and the bank’s address. Source: The

FDIC Summary of Deposits (SOD) data, various years.

Average distance to the ten nearest banks, miles. All distances between banks within the

state and the location of the respondent’s home were sorted, and the ten nearest banks were

chosen. The sum of all distances is divided by 10.

Number of banks within 10 miles. Total number of banks within 10 miles from the location
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of the respondent.

Number of bank offices per 1,000 state population. The number of bank offices includes bank

headquarters, credit organizations, branches, supplementary offices, and operational offices but

excludes cash offices, cash desks, and mobile cash units. Source: The FDIC Summary of

Deposits (SOD) data, 2010 Census.

Total assets. The amount of non-housing and housing assets adjusted for inflation at the

moment of the interview.

Average house value. The average house value within the zip-code zone of the location of

the respondent’s home. Source: Zillow.
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