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This paper introduces smooth time-varying coefficients to the standard factor-
augmented regression (FR) model for high-dimensional data.

Using time-varying coefficients in regression effectively addresses parameter 
instability and is commonly applied in macroeconomic and financial studies.

This paper shows that consistency of estimated forecasting coefficients to the true 
forecasting coefficients and the feasible forecast �𝑌𝑌𝑇𝑇+ℎ|𝑇𝑇 asymptotically converges to 
the optimal infeasible forecast 𝑌𝑌𝑇𝑇+ℎ|𝑇𝑇. 

The novel forecasting method captures the structural change of parameters in 
simulations and empirical applications.

Overview
Target Variables: 8 macroeconomic aggregates (real personal income less transfers, 
total industrial production, real manufacturing and trade sales, the number of 
employees on nonagricultural payrolls, the consumer price index (CPI), the CPI less 
food, the producer price index (PPI), and the real personal consumption 
expenditure)

Data: Well-known Stock and Watson (2002) 
Quarterly data is from 1990 to 2019; the out-of-sample forecast period is from 
1987 to 2019

The exogenous predictors selected in this paper are 33 in total; They mainly involve 
asset prices, measures of real economic activity, price indices, and monetary 
measures.

Benchmarks to compare the prediction ability: the standard FR model, time-varying 
FR model but using rolling window with a size of 40 or 80. 

The criterion for evaluating prediction ability is the root mean squared forecasting 
error (RMSFE, as shown in Table 3). A smaller RMSFE indicates better prediction 
ability. Table 4 also provides the Giacomini and White’s equal conditional predictive 
ability tests. The positive test statistics means the proposed model has better 
conditional predictive ability than the benchmarks. 

Research Idea

The last equation on the right side of Figure 1 can be expressed in the following 
compact form:

𝑦𝑦𝑇𝑇+ℎ|𝑇𝑇 = 𝜌𝜌 𝑇𝑇 ′ 1 𝐺𝐺𝑡𝑡
(𝑇𝑇)

Theorem 1

Suppose that all assumptions and conditions hold, if 𝑇𝑇𝐵𝐵−1

𝑁𝑁
→ 0, then

𝑇𝑇𝐵𝐵−1 �𝜌𝜌 𝑇𝑇 ′ 1 − 𝜌𝜌 𝑇𝑇 ′ 1 →
 

N 0, Σ𝛿𝛿

where Σ𝛿𝛿  is a matrix of variance, also define 𝐵𝐵 ≡
1
𝑏𝑏

0
0 𝐼𝐼

, b is the bandwidth using 

in the local nonparametric method.

Theorem 2
Based on the assumptions of Theorem 1 and 𝑁𝑁/𝑇𝑇 → 𝑁𝑁(0,1), 

�𝑦𝑦𝑇𝑇+ℎ|𝑇𝑇 − 𝑦𝑦𝑇𝑇+ℎ|𝑇𝑇

𝐵𝐵 𝑉𝑉𝑉𝑉𝑉𝑉 �𝑦𝑦𝑇𝑇+ℎ|𝑇𝑇

 d 
𝑁𝑁(0,1)

where 𝑉𝑉𝑉𝑉𝑉𝑉 �𝑦𝑦𝑇𝑇+ℎ|𝑇𝑇  is defined following Bai and Ng’s (2006) paper. 

Asymptotic Properties

Empirical results demonstrate that the proposed model outperforms the 
benchmark methods in terms of forecast accuracy.

This paper will further explore the estimation of forecasting intervals in the future. I 
believe that conducting only point forecasting is insufficient; constructing confident 
forecasting intervals could be more useful and important.

Conclusions and Discussions

1. Both factor loadings and regression coefficients are time-varying by using a local 
PCA procedure

2. Employs a boundary kernel (Hong and Li, 2005; Su and Wang, 2017) approach to 
address boundary bias

3. Wei and Zhang (2020) have explored a comparable method, but they failed to 
provide theoretical justification

4. Contribution: bridge the theoretical gap concerning the time-varying FR model

Empirical Applications

Figure 1. Standard FR Model Vs. Time-varying FR Model

Empirical Results
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