MODULE ONE, PART four:  READING DATA INTO sAS, CREATING AND RECODING VARIABLES, AND ESTIMATing and testing MODELS in sAS
This Part Four of Module One provides a cookbook-type demonstration of the steps required to read or import data into SAS.  The reading of both small and large text and Excel files are shown though real data examples.  The procedures to recode and create variables within SAS are demonstrated.  Commands for least-squares regression estimation and maximum likelihood estimation of probit and logit models are provided. Consideration is given to analysis of variance and the testing of linear restrictions and structural differences, as outlined in Part One.  Parts Two and Three provide the LIMDEP and STATA commands for the same operations undertaken here in Part Four with SAS.  For a thorough review of SAS, see Delwiche and Slaughter’s The Little SAS Book: A Primer (2003).
IMPORTING EXCEL FILES INTO SAS 

SAS can read or import data in several ways.  The most commonly imported files by students are those created in Microsoft Excel with the “.xls” file name extension. Researchers tend to use flat files that compactly store data. In what follows, we focus on importing data using Excel files. To see how this is done, consider the data set in the Excel file “post-pre.xls,” which consists of test scores for 24 students in four classes.   The column title “Student” identifies the 24 students by number, “post” provides each student’s post-course test score, “pre” is each student’s pre-course test score, and “class” identifies to which one of the four classes the student was assigned, e.g., class4 = 1 if student was in the fourth class and class4 = 0 if not.  The “.” in the post column for student 24 indicates that the student is missing a post-course test score. 

student   post  
pre 
class1 
class2 
class3 
class4

1 
  31 
22 
1 
0 
0 
 0 

2 
  30 
21 
1 
0 
0 
 0 

3 
  33 
23 
1 
0 
0 
 0 

4 
  31 
22 
1 
0 
0 
 0 

5 
  25 
18 
1 
0 
0 
 0 

6 
  32 
24 
0 
1 
0 
 0 

7 
  32 
23 
0 
1 
0 
 0 

8 
  30 
20 
0 
1 
0 
 0 

9 
  31 
22 
0 
1 
0 
 0 

10 
  23 
17 
0 
1 
0 
 0 

11 
  22 
16 
0 
1 
0 
 0 

12 
  21 
15 
0 
1 
0 
 0 

13 
  30 
19 
0 
0 
1 
 0 

14 
  21 
14 
0 
0 
1 
 0 

15 
  19 
13 
0 
0 
1 
 0 

16 
  23 
17 
0 
0 
1 
 0 

17 
  30 
20 
0 
0 
1 
 0 

18 
  31 
21 
0 
0 
1 
 0 

19 
  20 
15 
0 
0 
0 
 1 

20 
  26 
18 
0 
0 
0 
 1 

21 
  20 
16 
0 
0 
0 
 1 

22 
  14 
13 
0 
0 
0 
 1 

23 
  28 
21 
0 
0 
0 
 1 

24 
   . 
12 
0 
0 
0 
 1 

To start, the file “post-pre.xls” must be downloaded and copied to your computer’s hard drive.  Once this is done open SAS. Click on “File,” “Import Data…,” and “Standard data source”. Selecting “Microsoft Excel 97, 2000 or 2002 Workbook” from the pull down menu yields the following screen display:
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Clicking “Next” gives a pop-up screen window in which you can locate and specify the file containing the Excel file.  Using the “Browse…” function is the simplest way to locate your file and is identical to opening any Microsoft file in MS Word or Excel.
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After you have located the file, click “Open”. SAS automatically fills in the path location on the “Connect to MS Excel” pop-up window (The path to “post-pre.xls” will obviously depend on where you placed it on your computer’s hard drive). 
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By clicking “OK” in the “Connect to MS Excel”, SAS now has the location of  the data you wish to import.
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Before the data is successfully imported, the table in your Excel file must be correctly specified. By default, SAS assumes that you want to import the first table (Excel labels this table “Sheet1”). If the data you are importing is on a different sheet, simply use the pull-down menu and click on the correct table name. After you have specified the table from your Excel file, click “Next”.
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The last step required to import data is to name the file. In the “Member” field, enter the name you want to call your SAS data file. This can be different than the name of the Excel file which contains the data. There are some rules in naming files and SAS will promptly communicate to you if your naming is unacceptable and why. Note that SAS is not case specific. For demonstrative purposes, I have called the SAS dataset “prepost”. It is best to leave the “Library” set to the default “WORK”. Clicking “Finish” imports the file into SAS. 
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In SAS, the screen is broken up into three main sections: Program Editor, Log, and Explorer/Results. Each time SAS is told to do a command, SAS displays in the log what you requested and how it completed the task. To make sure the data has been correctly imported into SAS, we simply can read the log and verify SAS was able to successfully create the new dataset. The Log in the screen below indicates that WORK.PREPOST was successfully created where WORK indicates the Library and PREPOST is the name chosen. Libraries are the directories to where data sets are located.

The Work Library is a temporary location in the computer’s RAM memory, which is permanently deleted once the user exits SAS. To retain your newly created SAS data set, you must place the dataset into a permanent Library.

To view the dataset, click on the “Work” library located in the Explorer section and then on the dataset “Prepost”. Note that SAS, unlike LIMDEP, records missing observations with a period, rather than a blank space. The sequencing of these steps and the two associated screens follow:
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READING SPACE, TAB, OR COMMA DELINEATED FILES INTO SAS
Next we consider externally created text files that are typically accompanied by the “.txt” and “csv” extensions. For demonstration purposes, the data set just employed with 24 observations on the 7 variables  (“student,”   “post,”  “pre,” “class1,” “class2,”  “class3,” and “class4”) was saved as the space delimited text file “post-pre.txt.”   After downloading this file to your hard drive, open SAS to its first screen:
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To read the data into SAS, we need to utilize the “proc import” command. In the Editor window, type
proc import datafile = "F:\NCEE (Becker)\post-pre.txt"

out = prepost dbms = dlm replace;

getnames=yes; run;

and then clicking the “run man” submit button. “proc import” tells SAS to read in text data and “datafile” directs SAS to a particular file name. In this case, the file is saved in the location “F:\NCEE (Becker)\post-pre.txt”, but this will vary by user. Finally, the “dbms=dlm” option tells SAS that the data points in this file are separated by a space.

If your data is tab delimited, change the “dbms” function to dbms = tab and if you were using a “.csv” file, change the “dbms” function to dbms=csv. In general, the “dlm” option is used when your data have a less standard delimiter (e.g., a colon, semicolon, etc.).
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Once you’ve typed the appropriate command into the command window, press the submit button to run that line of text. This should yield the following screen:
Just as before, the SAS log tells us that it has read a data set consisting of 7 variables and 24 observations, and we can access the dataset from the explorer window.  We can view our data by typing

proc print data = prepost; run;
in the editor window, highlight it, and click the submit “Running man” button. The sequencing of these steps and the associated screen is as follows:
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Some files contain multiple delimiters that can cause some difficulty in importing data. One way to address this is to use the “User-defined formats” option while using the import wizard. For demonstration purposes, we will import our “pre-post.txt” file using the user defined formats.
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Click “File”, “Import Data”, “User-defined formats” and then “Next” After specifing the location of the file, click “Next” and name the dataset whatever you want to call it. We will use “prepost” as our SAS dataset name and then click “Next” and then “Finish”. This activates the user defined format list where the variables can be properly identified and named. Below is a screen shot of the “Import: List”.
In the user defined format wizard, click “Options...”. This will allow us to specify the type of data which we are dealing. As shown below, we define the style of input as “column” and allow automatic variable creation. Automatic variables inputted are numeric and starting record is row 2 (row one is the variable names). Specify the number of records as 24 and the number of working rows as 25. Click “Okay”. SAS prompts you to inspect the data in the “To: Work.Prepost” window for accuracy of importing the data. Also, under our current specification, variable names have been omitted. We can manually update the variable names now by clicking on the variable names in “To: Work.Prepost” and entering in the new name and then “Update” or later during a data step once we have finished importing the data. In this case because the number of variables is small, we manually enter the variable names. To finish importing the data, simply click the red box in the upper right-hand corner and then “save”. Your screens should look something like this:
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READING LARGE FILES INTO SAS

SAS is extremely powerful in handling large datasets. There are few default restrictions on importing raw data files. The most common restriction is line length. When importing data one can specify the physical line length of the file using the LRECL command (see syntax below). As an example, consider the data set employed by Becker and Powers (2001), which initially had 2,837 records. The default restrictions are sufficient, so we need only follow the process of import a “.csv” file described above. Note, however, that this data set does not contain variable names in the top row. You can assign names yourself with a simple, but lengthy, addition to the importing command. Also note that we have specified what type of input variables the data contains and what type of variables we want them to be. “best32.” corresponds to a numeric variable list of length 32.
data BECPOW;

infile 'C:\Users\Greg\Desktop\BeckerWork\BECK8WO.CSV' delimiter = ',' MISSOVER DSD lrecl=32767 ;

informat A1 best32.; informat A2 best32.; informat X3 best32.;

informat C best32. ; informat AL best32.; informat AM best32.;

informat AN best32.; informat CA best32.; informat CB best32.;

informat CC best32.; informat CH best32.; informat CI best32.;

informat CJ best32.; informat CK best32.; informat CL best32.;

informat CM best32.; informat CN best32.; informat CO best32.;

informat CS best32.; informat CT best32.; informat CU best32.;

informat CV best32.; informat CW best32.; informat DB best32.;

informat DD best32.; informat DI best32.; informat DJ best32.;

informat DK best32.; informat DL best32.; informat DM best32.;

informat DN best32.; informat DQ best32.; informat DR best32.;

informat DS best32.; informat DY best32.; informat DZ best32.;

informat EA best32.; informat EB best32.; informat EE best32.;

informat EF best32.; informat EI best32.; informat EJ best32.;

informat EP best32.; informat EQ best32.; informat ER best32.;

informat ET best32.; informat EY best32.; informat EZ best32.;

informat FF best32.; informat FN best32.; informat FX best32.;

informat FY best32.; informat FZ best32.; informat GE best32.;

informat GH best32.; informat GM best32.; informat GN best32.;

informat GQ best32.; informat GR best32.; informat HB best32.;

informat HC best32.; informat HD best32.; informat HE best32.;

informat HF best32.;

format A1 best12.; format A2 best12.; format X3 best12.;

format C best12. ; format AL best12.; format AM best12.;

format AN best12.; format CA best12.; format CB best12.;

format CC best12.; format CH best12.; format CI best12.;

format CJ best12.; format CK best12.; format CL best12.;

format CM best12.; format CN best12.; format CO best12.;

format CS best12.; format CT best12.; format CU best12.;

format CV best12.; format CW best12.; format DB best12.;

format DD best12.; format DI best12.; format DJ best12.;

format DK best12.; format DL best12.; format DM best12.;

format DN best12.; format DQ best12.; format DR best12.;

format DS best12.; format DY best12.; format DZ best12.;

format EA best12.; format EB best12.; format EE best12.;

format EF best12.; format EI best12.; format EJ best12.;

format EP best12.; format EQ best12.; format ER best12.;

format ET best12.; format EY best12.; format EZ best12.;

format FF best12.; format FN best12.; format FX best12.;

format FY best12.; format FZ best12.; format GE best12.;

format GH best12.; format GM best12.; format GN best12.;

format GQ best12.; format GR best12.; format HB best12.;

format HC best12.; format HD best12.; format HE best12.;

format HF best12.;

input

A1 A2 X3 C AL AM AN CA CB CC CH CI CJ CK CL CM CN CO CS CT CU

CV CW DB DD DI DJ DK DL DM DN DQ DR DS DY DZ EA EB EE EF

EI EJ EP EQ ER ET EY EZ FF FN FX FY FZ GE GH GM GN GQ GR HB

HC HD HE HF; run;
For more details on how to import data sets with data dictionaries (i.e., variable names and definitions in external files), try typing “infile” into the “SAS Help and Documentation” under the Help tab. If you do not assign variable names, then SAS will provide default variable names of “var1, var2, var3, etc.”.

LEAST-SQUARES ESTIMATION AND LINEAR RESTRICTIONS IN SAS

As in the previous Module One, Part Two using LIMDEP, we now demonstrate some various regression tools in SAS using the “post-pre” data set. Recall the model being estimated is
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SAS automatically drops any missing observations from our analysis, so we need not restrict the data in any of our commands. In general, the syntax for a basic OLS regression in SAS is



proc reg data = FILENAME; model y-variable = x-variables; run;

where y-variable is just the independent variable name and x-variables are the dependent variable names. 

Once you have your data read into SAS, we estimate the model
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by typing:
proc reg data = prepost; model post = pre class1 class2 class3 / p cli clm; run;

into the editor window and pressing submit. Typing “/ p cli clm” after specifying the model outputs predicted value and a 95% confidence interval. From the output the predicted posttest score is 14.621, with 95 percent confidence interval equal to  11.5836< E(y|X24)< 17.6579.
We get the following output:
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A researcher might be interested to test whether the class in which a student is enrolled affects his/her post-course test score, assuming fixed effects only.  This linear restriction is done automatically in SAS by adding the following “test” command to the regression statement in the Editor Text.

proc reg data = prepost; model post = pre class1 class2 class3;


b1:    test class1=0, class2=0, class3=0;



run;
In this case we have named the test “b1”. Upon highlighting and pressing the submit button, SAS automatically forms the correct test statistic, and we see 

F(3, 18) = 5.16

Prob > F = 0.0095

The first line gives us the value of the F statistic and the associated P-value, where we see that we can reject the null that all class coefficients are zero at any probability of Type I error greater than 0.0095.

The following results will appear in the output:

[image: image21.png]File View Tools Solutions Window Help

v =Ry By DB 4208
Explorer .
Import Wizard - Select import
Contents of 'SAS Environment' Sl ol »
O
Libraries  File Shortcuts - TS
ﬁ g Select  data sourcs fromth st below.
Favorite  Computer I -
Folders ¥ Userdeined fomats
- Detie 3 specil e foma using the Exta e ;
Import Wizard Iterface (EF) faciy.
Import
EFldata r
Hep | _Cancel N>
Sron s Output- Wntited) | [ Log - Untited) | 8 editor-untitean |5k Tmport Wizard - Sefec.-.

S C\Program Files\5AS\5A5 9.1
00 PM

Friday

meE =e

{® boxin gagipin@i... || W fon and Beckerswork || Module One - PartF... | g Module On




TEST FOR A STRUCTURAL BREAK (CHOW TEST)

The above test of the linear restriction  β3= β4= β5=0 (no difference among classes), assumed that the pretest slope coefficient was constant, fixed and unaffected by the class to which a student belonged.  A full structural test requires the fitting of four separate regressions to obtain the four residual sum of squares that are added to obtain the unrestricted sum of squares.  The restricted sum of squares is obtained from a regression of posttest on pretest with no dummies for the classes; that is, the class to which a student belongs is irrelevant in the manner in which pretests determined the posttest score.

We can perform this test one of two ways. One, we can run each restricted regression and the unrestricted regression, take note of the residual sums of squares from each regression, and explicitly calculate the f statistic. We already know how to run basic regressions in SAS, so the new part is how to run a restricted regression. For this, we create a new variable that identifies the restricted observations; we want to run the regression separately and then we can run all the restrictions simultaneously. We first create the restriction variable “class” by typing into the editor window:
data prepost; set prepost; if class1 = 1 then class = 1; if class2 = 1 then class = 2;


if class3 = 1 then class = 3; if class4 = 1 then class = 4; run;
Highlight the command and click on the submit button. We now run all four restricted regressions simultaneously by typing:

proc reg data = prepost; model post = pre; by class; run;
into the editor window, highlighting the text and press submit. The resulting output is as follows:
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We see in the Analysis of Variance of this output that the residual sum of squares from this restricted regression is 0.2568. We can similarly obtain from the output the other residual sums of squares.

The structural test across all classes is  
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Because the calculated F = 2.92, and the critical F (Prob of Type I error =0.05, df1=6, df2=15) = 2.79, we reject the null hypothesis and conclude that at least one class is significantly difference from another, allowing for the slope on pre-course test score to vary is from one class to another.  That is, the class in which a student is enrolled is important because of a change in slope and or intercept.
The second way to test for a structural break is to create several interaction terms and test whether the dummy and interaction terms are jointly significantly different from zero. To perform the Chow test this way, we first generate interaction terms between all dummy variables and independent variables. To do this in SAS, type the following into the editor window, highlight it and press submit:

data prepost; set prepost; pre_c1=pre*class1; pre_c2=pre*class2; pre_c3=pre*class3; run;
With our new variables created, we now run a regression with all dummy and interaction terms included, as well as the original independent variable and run the f test. In SAS, we need to type

proc reg data = prepost; model post = pre class1 class2 class3 pre_c1 pre_c2 pre_c3;


b3: test class1, class2, class3, pre_c1, pre_c2, pre_c3; run;
into the editor window, highlight it, and press enter. The output for this regression is not meaningful, as it is only the test that we’re interested in. The resulting output is:

       F(  6,    15) =    2.93

            Prob > F =    0.0427
Just as we could see in LIMDEP, our F statistic is 2.93, with a P-value of 0.0427. We again reject the null (at a probability of Type I error=0.05) and conclude that class is important either through the slope or intercept coefficients. This type of test will always yield results identical to the restricted regression approach.

HETEROSCEDASTICITY

You can control for heteroscedasticity across observations or within specific groups (in this case, within a given class, but not across classes) by specifying the “robust” or “cluster” option, respectively, at the end of your regression command.

To account for a common error term within groups, but not across groups, we create a class variable that identifies each student into one of the 4 classes. This is used to specify which group (or cluster) a student is in. To generate this variable, type:
data prepost; set prepost; if class1 = 1 then class = 1; if class2 = 1 then class = 2;


if class3 = 1 then class = 3; if class4 = 1 then class = 4; run;
Highlight the command and click on the submit button.
Then to allow for clustered error terms, our regression command is:
proc surveyreg data=prepost; cluster class;

      model post = pre class1 class2 class3; run;
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This gives us the following output:
Similarly, to account for general heteroscedasticity across individual observations, our regression command is:

proc model data=prepost; parms const p c1 c2 c3;

post = const + p*pre + c1*class1 + c2*class2 + c3*class3;

fit post / white; run; quit;




and we get the following output:
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ESTIMATING PROBIT MODELS IN SAS

As seen in the Becker and Powers’ (2001) study, often variables need to be transformed or created within a computer programs to perform the desired analysis.  To demonstrate the process and commands in SAS, start with the Becker and Powers data that have been or can be read into SAS as shown earlier.

As always, we should look at our log file and data before we start doing any work. Viewing the log file, the data set BECPOW has 2849 observations and 64 variables. Upon viewing the dataset, we should notice there are several “extra” observations at the end of the data set. These are essentially extra rows that have been left blank but were somehow utilized in the original Excel file (for instance, just pressing enter at last cell will generate a new record with all missing variables). SAS correctly reads these 12 observations as missing values, but because we know these are not real observations, we can just drop these with the command



data becpow; set becpow; if a1 = . then delete; run;

This works because a1 is not missing for any of the other observations.

After reading the data into SAS the first task is to recode the qualitative data into appropriate dummies. A2 contains a range of values representing various classes of institutions.  SAS does not have a recode command, so we will use a series of if-then/else commands in a data step to do the job. We need to create variables for doctorate institutions (100/199), for comprehensive or master’s degree granting institutions (200/299), for liberal arts colleges (300/399) and for two-year colleges (400/499). The following code creates these variables: 
data becpow;  set becpow; doc = 0; comp = 0; lib = 0; twoyr = 0;
  if  99 < A2 < 200 then doc = 1;

  if 199 < A2 < 300 then comp = 1;

  if 299 < A2 < 400 then lib = 1;

  if 399 < A2 < 500 then twoyr = 1; run;
Next 1 - 0 bivariates, “phd” and “final” are created to show whether the instructor had a PhD degree and where the student got a positive score on the postTUCE . To allow for quadratic forms in teacher experiences and class size the variables “dmsq” and “hbsq” are created. In this data set, all missing values were coded −9. Thus, adding together some of the responses to the student evaluations gives information on whether a student actually completed an evaluation. For example, if the sum of “ge”, “gh”, “gm”, and “gq” equals −36, we know that the student did not complete a student evaluation in a meaningful way.  A dummy variable “noeval” is created to reflect this fact. Finally, from the TUCE developer it is known that student number 2216 was counted in term 2 but was in term 1 but no postTUCE was taken (see “hb” line in syntax). The following are the commands:
data becpow; set becpow;
phd = 0;

final = 0;

noeval = 0;

if dj=3 then phd = 1; 

if cc>0 then final = 1;

dmsq = dm*dm;

hbsq = hb*hb;

evalsum=ge+gh+gm+gq;

if evalsum = -36 then noeval = 1;

if hb = 90 then hb = 89;  

run;
These commands can be entered into SAS as a block, highlighted and run with the “Submit” button.
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One of the things of interest to Becker and Powers was whether class size at the beginning or end of the term influenced whether a student completed the postTUCE. This can be assessed by fitting a probit model to the 1 – 0 discrete dependent variable “final.”  Because missing values are coded as −9 in this data set, we need to avoid these observations in our analysis. The quickest way to avoid this problem is just to create a new dataset and delete those observations that have −9 included in them. This is done by typing:
data becpowp;
set becpow;

if an = -9 then delete;

if hb = -9 then delete;

if doc  = -9 then delete;

if comp = -9 then delete;

if lib = -9 then delete;

if ci = -9 then delete;

if phd  = -9 then delete;

if noeval = -9 then delete;

if an = . then delete;

if cs = 0 then delete;

run;
Finally, we run the probit model by typing:
proc logistic data= becpowp descending;

model final = an hb doc comp lib ci ck phd noeval  / link=probit tech= newton;

ods output parameterestimates=prbparms;

output out = outprb xbeta = xb prob = probpr;

run;
into the editor window, highlighting it, and pressing enter. The SAS “probit” procedure by default uses a smaller value in the dependent variable as success. Thus, the magnitudes of the coefficients remain the same, but the signs are opposite to those of the STATA, and LIMDEP. The “descending” option forces SAS to use a larger value as success. Alternatively, you may explicitly specify the category of successful “final” using the “event” option. The option “link=probit” tells SAS that instead of running a logistic regression, we would like to do a probit regression. We can then retrieve the marginal effects by typing:

proc transpose data=prbparms out=tprb  (rename=(an = tan hb = thb doc = tdoc 
comp=tcomp lib=tlib ci = tci ck = tck phd =tphd noeval = tnoeval));



 var estimate; id variable; run;


data outprb; if _n_=1 then set tprb; set outprb;



MEffan = pdf('NORMAL',xb)*tan; MEffhb = pdf('NORMAL',xb)*thb;



MEffdoc = pdf('NORMAL',xb)*tdoc; MEffcomp= pdf('NORMAL',xb)*tcomp;



MEfflib = pdf('NORMAL',xb)*tlib; MEffci = pdf('NORMAL',xb)*tci; 



MEffck = pdf('NORMAL',xb)*tck; MEffphd = pdf('NORMAL',xb)*tphd;



MEffeval = pdf('NORMAL',xb)*tnoeval; run;


proc means data=outprb; run;
into the editor window, highlighting it and pressing enter. This yields the following coefficient estimates:
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and marginal effects:
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For the other probit model (using hc rather than hb), we get coefficient estimates of:
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and marginal effects of:
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Results from each model are equivalent to those of LIMDEP and STATA, where we see the initial class size (hb) probit coefficient is −0.004883 with a P-value of 0.0112, and the estimated coefficient of “hc” is 0.0000159 with a P-value of 0.9399. These results imply that initial class size is strongly significant however final class size is insignificant.

The overall goodness of fit can be assessed in several ways.  A straight forward way is using the Chi-square statistic found in the “Fit Statistics” output. The Chi-squared is (922.95, df =9) for the probit employing the initial class size is slightly higher than that for the end-of-term probit (916.5379, df =9) but they are both highly significant.
Concluding Remarks   

The goal of this hands-on component of Module One, Part Four was to enable users to get data into SAS, create variables and run regressions on continuous and discrete variables; it was not to explain all of the statistics produced by computer output.  For this an intermediate level econometrics textbook (such as Jeffrey Wooldridge, introductory Econometrics) or advanced econometrics textbook such as William Greene, Econometric Analysis must be consulted. 
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