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In this appendix, we go into more detail on our model, empirical strategy, and setting.
We also present some supplementary results. The appendix starts with Section I, where
we provide a more detailed description of our model of the local welfare impacts of fracing.
We then discuss the history and technology of fracing in more detail in Section II, before
discussing some of the literature on fracing’s potential impacts in Section III. Section IV
describes our research design in greater detail and also discusses estimates of the effect
of fracing using a propensity score design and compares these estimates to the estimates
we present in the main text. We then present robustness checks and extensions of our
main strategy in Section V. These results include estimates using alternative measures of
exposure to fracing and IV estimates of the effect of hydrocarbon production on economic
outcomes. Finally, Section VI includes a detailed discussion of our data sources and how
the data were processed.

I. Model Appendix

We present a model closely based on Hornbeck and Moretti (2015) that allows us to
develop expressions for the unobserved change in amenities and local welfare as a results of
the advent of fracking in terms of the observed changes in rents, income, and population.
We assume that household 4 in location j at time t obtains utility from the consumption
of a numéraire good sold on a global market, C;j; (with price normalized to 1), housing,
H;jt, location amenities, A, and idiosyncratic place-based preferences and moving costs,
pijt- Assuming Cobb-Douglas utility yields:

(1) wige = Cyyy " H A%y,
where 3 is the share of income households spend on housing, the exponent s measures the
size of moving costs or variance of idiosyncratic preferences,! and o measures the utility of
amenities.

Each consumer in location j at time ¢ earns wage and salary income, wj;, and pays 7j;
in rent.>? Solving for the consumer’s problem and taking logs yields the indirect utility
function:

(2) Vijt = Inwj — flnry +alnAj + s X €,
where €;;; = In ;5.

n the canonical Roback model, these idiosyncratic preferences and moving costs do not exist, i.e. s = 0.

2We abstract away from differences in housing rents and housing prices. In the simplest model with competitive
housing markets, the housing price will equal ﬁf, where p is the discount rate and 7 is the rental price. Therefore a
permanent and immediate change in 7 will shift rents and house prices by the same percentage. We also assume that
non-labor market income, such as interest and dividend income from lease payments, does not depend on individual
location decisions and we abstract away from income effects of non-labor market income on the share of income spent
on housing.

3Writing wags as wj¢ makes the simplifying assumption that wages don’t depend on worker characteristics,
experience, or location decisions.
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A key feature of the model is that housing supply is elastic, where inverse housing supply
(i.e. Xj;) is given by:

(3) Inrj =v; + xjIn X

For intuition on how prices allocate individuals across locations, consider the case where
there are only two locations, a and b. Assuming that p;;; are independently drawn every
time period so that future shocks do not affect current decisions, the household’s problem
simplifies to choosing the location that maximizes current period utility. Consequently, a
household chooses to live in location a in period t if and only if u;q¢ — usp: > 0. Defining
T = x4 — xp and using our expression for indirect utility in Equation 2, we can write the
household’s decision rule as:

lmt—ﬁmt+aﬂt+sxat>0.

If % ~ UJ0,2], then s x € is distributed exponentially with the shape parameter equal
to %, and we can express the share of households who choose to live in location a in time
t as:

Nat l;l\l/l)t — Bmt + Olﬁl\;lt —sln2
exp .
N s

Taking logs yields a linear expression for the log share of households who choose to live in
location a:

Nat i 1;17015 — /Bl/g;t + ozl/n\;lt —sln2

(4) In N .

Now, consider the case where an additional assumption holds, namely that location a
is “small,” relative to location b, such that x, ~ 0. In this case, the difference in log
rents simplifies to Inr; = £ 4+ kg In Ny, where € = v, — 73 is time-invariant. Imposing
this assumption, as well as the assumption that each household consumes one housing
unit,* combining Equations 3 and 4, and re-arranging yields the following expression for

4In light of this assumption that each household consumes one-unit of housing, the flexible H;ji in Equation 1 can
be interpreted as spending on all locally produced services, such as housing quality or personal services, whose price
is affected by the price of housing. Relaxing the assumption that every household consume one unit of housing, and
instead solving for the housing market equilibrium when X;; = Nj; X H;j; is total number of housing units consumed

S"F(ﬂﬁﬁ ((1+$)A1H1Uat+aA hlAat) .

The main qualitative difference when we allow households to consume more than one unit of housing, the amount
of housing consumed rises when incomes rise. Consequently, even when moving costs are infinite, so no household
changes locations, increases in local incomes will still cause an increase in local rents. This contrasts with the result
when households only consume one-unit of housing, in which case, when moving costs are infinite, changes in income

in location j, results in the slightly altered version of Equation 6: Alnre: =
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the difference in rents between location a and location b:

o = /ﬁa(mt + al;l\;lt) + ska(In N —1In2) + s
nry = 8+ﬁ/{,a .

Now, suppose that location a is situated over a promising shale deposit and chooses
to allow fracing. Those activities increase demand for labor but also may increase the
negative amenities discussed in the previous section. The introduction of fracing within
a jurisdiction has an ambiguous effect on land values, while it is likely to lead to higher
wages. Land values are affected by two forces. First, land prices will increase as oil and gas
firms compete for access to land to drill, and the local labor force will presumably expand,
increasing demand for housing. Second, any increase in negative amenities will reduce
households’ demand for housing and land. Which of these forces dominates is ultimately
an empirical question.

In particular, suppose the introduction of fracing increases household income by some
amount Awg;° and changes amenities by some value AA,;. The change in relative rents is
then given by:

5) Aﬁ;t _ ko(Alnwy + aAln At)'
s+ Bkq
If we further suppose that fracing does not change amenities or wages in location b, then
equilibrium rents will not change in location b and we can then write the change in rents
in location a purely in terms of changes in household incomes and WTP for amenities in
location a:

KRq
Alnrdt = M(Alnwat‘i‘aAlnAat)ﬂ
(6) = d(Alnwg + aAln Ay),
where ¢ = .

The parameter ¢ captures how percentage changes in household income or willingness-to-
pay for amenities translate into percentage changes in rents. ¢ varies between a minimum
of 0 and % In the canonical Roback model where there are zero moving costs and ho-

do not translate into changes in rents.

5In the case where the production function in place a is given by Fut = aqtNat. Suppose gt increases by
Aagt. If firms operate in competitive markets, then wages are wqt = aqt, and because the production function is
CRS there are no profits and Alnwgt = Awgt = Alnagt, i.e. the percentage change in productivity. In the more
complicated case when there are decreasing returns to scale (DRS) in production or firms do not pay workers their
marginal product, because of search frictions, for example, then wages may rise less than the change in productivity.
In addition, in practice firms make profits, of which local households receive a share through lease payments, and
consequently the change in household income will include both the change in wages and lease payments. However,
these lease payments will not depend on an individual’s post-fracing choice of residence or work, and so would not
enter the workers’ location decision. However, these lease payments do impact the welfare and, consequently, we
include them separately in our welfare calculations.
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mogeneous tastes for locations such that s = 0, ¢ = % because changes in amenities and
productivities are fully capitalized into rents, leaving real wages unchanged. A large value
of ¢ implies that increases in household income or amenities will cause large increases in
rents; this is the case when moving costs and idiosyncratic place-based preferences are small
(i.e. s is small) or housing supply is very inelastic (i.e. k, is large). Conversely, ¢ will
be low when moving costs and idiosyncratic place-based preferences are high, or housing
supply is very elastic.

This model allows for calculations that are of tremendous practical value for inferring
the local welfare consequences of fracing. In the subsequent empirical analysis, we will

estimate the effect of fracing on housing prices®, household income, and population A Inr;,

mt, and mt respectively. Using these estimates, and values of s and S calibrated
from Albouy (2008), Diamond (2016), and Suarez Serrato and Zidar (2016), it is possible to
derive an implementable expression for the willingness-to-pay for the change in amenities
in location a. Specifically, we can differentiate Equation 4 and re-arrange, yielding:”

(7) alAln Ay = sAIn Ny — Alnwg + BAInry

This is a remarkably useful expression because it provides an estimate of willingness-to-
pay for the full set of amenity changes, even though a data set with the complete vector of
amenities or information on willingness-to-pay for these amenities are unlikely to ever be
available.

Additionally, it is possible to develop an expression for the change in welfare for all the
people that either reside or own property in location a before the change in amenities and
local productivity occurred.® To do so, we'll also need to incorporate the effects of fracing
on dividend and interest income, which includes lease payment from oil and gas firms. Let
A?gw\ner indicate the estimated change in interest and dividend income for home-owners.
Now, let W, be average baseline household wage and salary income, Y,”""“" be the average
baseline interest and dividend income for homeowners and R, be average baseline rent, then

the welfare change in dollars for an individual renter is Wa(Amt+aAmat — BA/ln\rat),
and the welfare change for a landowner (who may or may not reside in location a) who

owns one housing unit is R, X Alnrg + YoV x A @ner. Thus, the expression for the
total change in welfare for all individuals that either reside or own property in location a

61f fracing shifted rents in a place permanently, competitive housing markets would imply that the percentage
change in rents and housing prices should be the same. However, the shift in rents may not be permanent because
owning a home can entail homeowners to lease payments that renters do not receive, and renter and owner-occupied
homes may not be perfect substitutes; for these reasons, the percentage change in rents and owner-occupied homes
are likely to differ.

TWe thank an anonymous referee for suggesting we use this expression, along with calibrated values of s and 3,
to estimate the change in amenities, which simplified our previous approach.

8This calculation ignores the change in welfare for in-migrants, as well as any profits received by oil and gas firms
in excess of lease payments to local residents. It also assumes that the the average change in household income is
attained by original residents, and is not due to high earnings by inmigrants. Finally, the expression omits profits of
landowners who develop new housing units or rent previously vacant housing units.
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before the change in amenities is:

AT~ N, x (man N m/m\) LN, x (mﬁ)

—

+N02)vner X Yowner % Aln yozvner
a a a
= NatWa X <Amat + OZAmat — BA/ID\T‘at) + Nat X <Waﬁmt>

+Nat S Ya X A/ln\yat
(8) =  Ngx <WaA1n Wat + Yy x Alnyar + WaaAﬁat>

Therefore the total change in local welfare is equal to total population in place a, times
the change in income per household (including both the change in wage and interest and
dividend income per household) and the change in the WTP for amenities per household.
The change in rents has dropped out, because renters’ loss (gain) from the increase (de-
crease) in rents is exactly counterbalanced by the gain (loss) for property owners from the
same increase (decrease) in rents.”

II. Fracing Background Appendix

In this section, we describe in more detail the history of fracing and provide more back-
ground information on the economic and technological features of fracing.

THE DEVELOPMENT OF A NEW DRILLING TECHNIQUE. — In this section, we briefly describe
the history of the development of the technologies associated with hydraulic fracturing.
In doing so, we draw on and summarize material from a number of more comprehensive
histories of fracing. For more detailed information, the reader should consult the following
sources. Montgomery and Smith (2010) outline the broad history of hydraulic fracturing.
Gold (2014) and Zuckerman (2013) provide histories of the development and consequences
of modern fracing in shale formations. Wang and Krupnick (2013) discuss the key factors
leading to the development of modern fracing in shale formations. Trembath et al. (2012)
discuss the role government policy played in the development of modern fracing techniques
for shale formations.

Oil and gas producing firms have long used different methods of fracturing rock to stim-
ulate production, starting in the early days of the US oil industry in Pennsylvania when
drillers used torpedoes filled with black powder to increase well production. These meth-
ods became less important with the discovery of extremely productive fields in Texas and
other parts of the American west in the late 19th and early 20th centuries (Gold (2014)).

91t is perhaps most straightforward to see this point in the case where all homes are owner occupied.
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However, as production from these fields declined, oil and gas producing firms began ex-
ploring new techniques for improving well productivity in conventional reservoirs. In 1947,
Stanolind Oil performed what is considered the first modern hydraulic fracturing job on
the well Klepper No. 1 in the Hugoton Field in Grant County, Kansas, pumping napalm
into the well under high pressure to fracture the rock (Gold (2014) and Montgomery and
Smith (2010)). Two years later, in 1949, Halliburton completed the first two commercial
wells to be hydraulically fractured (Montgomery and Smith (2010)). Fracing techniques
and knowledge improved as fracing became a common practice.

These new fracing techniques were, for the most part, used to target conventional reser-
voir rocks such as limestone or sandstone. Geologists had long known that there were
extensive hydrocarbon deposits contained in shale formations. However, shale wells did
not produce enough hydrocarbons to be profitably exploited. Shale formations are much
less permeable than conventional reservoir rocks, meaning that much of the oil or gas is
unable to flow through the rock to the wellhead with conventional drilling. For decades,
many in the oil and gas industry doubted whether shale formations would ever serve as
anything more than a minor source of hydrocarbons.

In the early 1980s, George Mitchell, co-founder of Mitchell Energy, began experimenting
with different fracing techniques in the Barnett Shale in Texas. Mitchell Energy had
been producing from the Boonsville above the Barnett for decades, but production from
those conventional wells had been declining, and Mitchell was searching for a new gas
resource (Martineau (2007)). Mitchell experimented with different ways of fracing wells
in the Barnett for many years with mixed success. However, in 1998 Mitchell began
experimenting with fracs using much more water and less sand (rather than the gel fracs
Mitchell Energy had been using previously). This experimentation paid off on June 11,
1998, when the S.H. Griffen Well No. 4 began producing gas at a much larger rate than
previous Barnett wells (Gold (2014)). This new technique—called a “slick-water” frac
because the frac fluid was much thinner than the gel-based frac fluids used previously—not
only led to more productive wells, but also cost less than half of the specially designed gels
(Martineau (2007)). Soon, Mitchell Energy was completing many Barnett wells using their
water-based technique.

Initially, other firms were skeptical of reports regarding Mitchell’s Barnett wells; the
conventional wisdom was that wells drilled into shale formations could not be consistently
great performers (Gold (2014)). However, as Mitchell drilled more wells, firms observed
their surprising productivity levels. In late 2001, Devon Energy agreed to purchase Mitchell
Energy for $3.1 billion (Zuckerman (2013)). Devon had experience drilling horizontal wells,
and combined their horizontal wells with Mitchell’s fracing techniques to great effect (Gold
(2014)).1% This combination of exploiting shale formations using horizontal wells with
massive, slick-water frac completions is what is now often colloquially called fracing.

Once the success of these techniques in the Barnett became clear, firms began trying to
use them in shale formations throughout the US. Indeed, Figure 1 shows that the share

10Mitchell Energy had experimented with horizontal wells in the 1980s and 1990s, but was never able to produce
enough from them to justify their much higher cost (Wang and Krupnick (2013)).
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of hydrocarbons produced from horizontal wells over shale formations has grown from less
than 1 percent of US energy production to around 25 percent since fracing’s discovery.

The application of Mitchell’s innovation to other shale deposits has not always been
straightforward. Although the broad approach is similar, the types and number of stages,
along with the appropriate chemicals and proppants to use, vary significantly between
different shale formations. Furthermore, surrounding formations significantly affect the
appropriate fracing techniques, so detailed knowledge of the local geology is important.
Additionally, because oil molecules are larger than gas molecules, some industry mem-
bers initially thought that fracing techniques would not work as well for producing oil
(Zuckerman (2013)). Finally, certain shale formations are more amenable to modern frac-
ing techniques than others. Consequently, modern fracing techniques have slowly spread
across the different shale formations in the United States.!! The paper’s empirical ap-
proach rests on the spatial and temporal variation in the diffusion of fracing across the
United States and is described in more detail below.

III. Local Impacts of Hydraulic Fracturing Activity Appendix

In this section, we qualitatively describe some of the potential negative local impacts,
many of which cannot be directly measured.

The most frequently discussed environmental concern has probably been the potential
for water contamination by chemicals involved in the fracing process, hydrocarbons, such
as methane, or“formation water” - water contained within shale or other rock formations
that is produced during the drilling process - which may include potentially hazardous
salts, minerals, and other materials (Environmental Protection Agency, Office of Research
and Development (2015)). There are a number of potential sources of water contamination.
First, some of the fractures produced during the fracing process could allow hydrocarbons
or drilling fluids to leak up into the water table. The conventional wisdom is that this is
unlikely to be a pervasive problem, because fraced wells are drilled extremely deeply—often
more than a mile below the water table.!? Second, improper casing of wells could also allow
hydrocarbons or drilling fluids to leak into the groundwater. A series of studies by Duke
University researchers has found evidence that, at least in some cases, methane has leaked
into groundwater (Osborn et al. (2011)). Third, a mixture of frac fluid and formation water
is produced during the drilling process. This wastewater - sometimes called “flowback” -
must be recycled or disposed of and there are concerns that during this disposal process
the water could contaminate drinking supplies or local bodies of water (Ground Water
Protection Council and ALL Consulting (2009), Environmental Protection Agency, Office
of Research and Development (2015)). Wastewater could contaminate groundwater or
local water supply if there are accidents or spills while the wastewater is being stored or

H1ndeed, there is even significant heterogeneity within a shale basin in the amenability to modern fracing tech-
niques and in the optimal techniques. For example, Range Resources, the first firm to successfully use modern fracing
techniques in the Marcellus, wrote in a report that “...the Marcellus is not created equal” Zagorski, Wrightstone and
Bowman (2012).

2http://pubs.usgs.gov/sir/2008/5059/section4 . html.
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transported prior to injection.'® When wastewater is not disposed of in injection wells,
it is often sent to local water treatment facilities where it is processed and then released
into local water supplies or bodies of water, potentially posing environmental or health
risks if the treatment does not successfully remove hazardous materials from the water
(Environmental Protection Agency, Office of Research and Development (2015)).14

In addition to water contamination, there is evidence that activities associated with
fracing can lead to earthquakes, including in some regions that traditionally have been
seismically stable (Connelly, Barer and Skorobogatov (2015)). The consensus within the
geophysics community is that fracing itself rarely, if ever, causes large earthquakes, but that
the disposal of frac fluids and other wastewater!® into deep injection wells can cause earth-
quakes.'6 USGS researchers confirmed the possibility of injection well-induced earthquakes
in experiments in Rangley, CO, in 1969 (Ellsworth (2013)). More recently, evidence from
both case studies of particular areas (Frohlich (2012), Kim (2013)) and national studies
(Weingarten et al. (2015)) suggests that modern injection wells are causing earthquakes,
and may explain the rise in the frequency of earthquakes above magnitude 3.0 in the
Central and Eastern US in recent years (Weingarten et al. (2015)). However, the risk of
injection well-induced earthquakes depends on local seismic characteristics. For example,
recent research suggests that the use of disposal wells in the Bakken has not caused a
large increase in seismic activity (Frohlich, Walter and Gale (2015)). Additionally, it is
currently unknown whether injection wells will cause earthquakes large enough to cause
significant damage.!” Because injection wells rather than production wells are the fracing
activity associated with earthquakes, fracing-related earthquakes will not always occur in
the same areas as actual drilling. Indeed, the injection wells that caused earthquakes near
Youngstown, OH were predominantly used to dispose of wastewater from Marcellus shale
wells drilled in Pennsylvania (Kim (2013)).

Fracing activities can also lead to elevated levels of local air and noise pollution, and
increases in visual dis-amenities. The typical production well requires the delivery of
between 550 and 1,400 truckloads of water.'® Modern drilling pads can be quite large,
the typical size being 2.5 acres, causing an eyesore and creating significant amounts of
noise during the drilling and completion process (National Energy Technology Labratory
(2013)). Further, drilling and associated activities at the well sites often rely on diesel

13For example, wastewater is sometimes stored in open impoundment ponds prior to disposal, and there are
concerns that these impoundment ponds could leak (Phillips (2014)). Additionally, as in the case of wells drilled for
production, disposal wells that were improperly sealed could leak waste into groundwater

MGround Water Protection Council and ALL Consulting (2009) discuss commonly used wastewater disposal
methods in different shale plays.

151t’s important to note that conventional drilling also uses injection wells to dispose of drilling fluid and wastew-
ater. Indeed, much of the wastewater disposed of in Oklahoma, the site of many recent earthquakes, comes from
wastewater from conventional wells (Rubinstein and Mahani (2015)).

16See Ellsworth (2013) and Rubinstein and Mahani (2015) for discussions of the science of and evidence for
injection well-induced earthquakes.

TThere is active research on how injection wells affect the chances of very large earthquakes (Ellsworth et al.
(2015)).

8Fracturing a well requires between 2 and 5 million gallons of water (http://www.usgs.gov/faq/categories/
10132/38247%20), while a tank truck holds 3,600 gallons of water (http://www.truckinginfo.com/article/story/
2012/11/trucking-fracking-water.aspx).
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generators which can emit high levels of air pollution. In addition, some wells, primarily
oil ones, flare natural gas giving an area an industrial feel that many judge to be unpleasant
for residential purposes.

There are also substantial concerns about quality of life issues resulting from fracing
activity. Anecdotally, fracing brings in large numbers of young men with weak connections
to the local community. There have been concerns that this has led to elevated crime rates
and inhospitable social environments for some groups, especially young women.'?

Local manufacturing industries may also be hurt by increases in local prices caused by
fracing. If there are agglomeration economies or other market failures, these higher prices
could cause a “Dutch Disease,” whereby the growth of the natural resource sector hurts the
long-term prospects of the region. However, in the case of fracing, local natural gas and
electricity prices often decline, which can mitigate some of these effects. Fetzer (2014) finds
evidence consistent with the idea that reduced electricity prices may have reduced “Dutch
Disease” in areas affected by fracing. Relatedly, fracing activity is responsive to oil and gas
prices. Indeed, declines in natural gas prices (Krauss (2009)) and, more recently, oil prices
(Takersley (2015)) have significantly reduced fracing activities in some shale plays. This
sensitivity may lead to frequent local boom and bust cycles in areas with fracing activity
that may affect the local economy and quality of life.?’

Finally, there is some evidence that the national and global impacts of fracing influence
local communities’ preferences about allowing fracing locally. The increased supply of
natural gas due to fracing has helped to reduce local air pollution and carbon emissions due
to a shift in electricity production from coal power plants to relatively cleaner natural gas
turbines. Others have argued that over the long-run fracing will reduce usage of renewable
energy sources, raising local air pollution and carbon emissions. These impacts on local
and global emissions have shaped opinions about fracing. The geopolitical consequence of
fracing may also shape opinions about the advisability of allowing it in local communities.

IV. Research Design

In this section, we present an expanded version of Section II.B and describe the variation
exploited by our empirical strategy in greater detail.

A.  Cross-Sectional Variation in Prospectivity within Shale Plays

Shale plays are not homogenous and there is significant variation in the potential produc-
tivity of different locations within a shale play. Geological features of the shale formation
affect the total quantity and type of hydrocarbons contained within a shale formation, the
amenability of the shale to fracing techniques, and the costs of drilling and completing the
well. Among others, these features include the depth and thickness of the shale formation,

19Gee, for example, http://www.npr.org/2013/01/14/169363299/five-years-into-fracking-boom-one-pa-
town-at-a-turning-point.
20For example, see recent articles about the recent slowdown in activity in the Bakken (Oldham (2015)).
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as well as the thermal maturity, porosity, permeability, clay content, and total organic con-
tent of the local shale rock (Zagorski, Wrightstone and Bowman (2012), Budzik (2013)).
The thickness, porosity, and total organic content of the shale determine the quantity of
hydrocarbons that could have formed in the shale formation. Thermal maturity, which
measures how much heat the shale has been exposed to over time, determines whether
hydrocarbons have formed and, if so, what types. Finally, the permeability, clay content,
presence of natural fractures and depth influence how well the formation will respond to
fracing, as well as how expensive drilling and completion will be.?!»?2

The relationship between these factors and amenability to fracing is often non-monotonic.
For example, deeper formations are under higher pressure, which can make them easier
to frac. However, drilling deeper wells is also more expensive. Additionally, the type of
surrounding rock layers and the presence of natural fractures also influence the effectiveness
of fracing. For example, initially fracing in the Barnett was less effective in areas where
the Barnett was immediately above the Ellenberger salt-water reservoir, because the frac
fluid would dissipate into the water reservoir rather than creating the desired fractures in
the shale formation (Martineau (2007)).2 Furthermore, the relationship between different
geological features and productivity may differ across different shale plays.

Rystad Energy is an oil and gas consulting firm that provides research, consulting ser-
vices, and data to clients worldwide. We purchased Rystad’s NASMaps product that
includes GIS shapefiles of Rystad’s Prospectivity estimates for each North American shale
play (Rystad Energy (2014)). Figure 2 maps the Rystad Prospectivity estimates for ma-
jor US shale plays. The “prospectivity”values are estimates of the potential productivity
of different portions of shale plays based on a non-linear function of the different geolog-
ical inputs, including formation depth, thickness, thermal maturity, porosity, and other
information, along with Rystad’s knowledge and expertise on the impact of geology on
productivity in different shale plays. The geological variables included and the functional
forms used to transform them into prospectivity scores differ for each shale, so scores cannot
be compared across shale formations.

We aggregated the Rystad prospectivity measure to the county level by computing the
maximum and mean Rystad score within each county. We then divide counties, within a
shale play, into Rystad score quartiles. Our preferred measure of fracing exposure is based
on the maximum prospectivity score within each county. This decision is motivated by
the observation that the quality of a county’s best resources may more strongly impact
hydrocarbon production than the average quality. We also explore the sensitivity of the
results to alternative measures of fracing exposure. Figure 3 shows a map of the county
assignments.

21Depth is also correlated with thermal maturity, because deeper formations have usually experienced higher levels
of pressure and heat.

228ee Budzik (2013) for a general discussion of the role played by different geological characteristics in determining
the effectiveness of fracking. Zagorski, Wrightstone and Bowman (2012) describes the geological features of the
Marcellus and their role in drilling productivity, Covert (2015) includes a discussion of the importance of different
geological factors in the Bakken. See McCarthy et al. (2011). for an introduction to the science of hydrocarbon
formation and a helpful discussion of thermal maturity.

23Firms eventually found that this obstacle could be surmounted by drilling horizontal wells.
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Appendix Figures 1 through 3 illustrate how the Rystad prospectivity scores are used
to structure the research design for the Bakken play, which is part of the Willston Basin.
Figure 1 depicts the Williston Basin in green and the Bakken play in blue. Appendix
Figure 2 adds the Rystad prospectivity data for the Bakken Play. Darker red indicates a
higher prospectivity score.

Appendix Figure 3 reveals how the detailed shape files are summarized to develop our
measure of fracing opportunities. Counties with land area that is in the top quartile of
the Rystad prospectivity measure for a given shale play are coded in bright red. Counties
without such land area that intersect the Bakken shale play are colored light blue. The
identification strategy is based on comparing the red counties to the blue counties, within
a play. Finally, counties that only intersect the Williston Basin are shown in green.

B. Temporal and Cross-sectional Variation in the Discovery of Successful Fracing Techniques

While geological features of the shale deposits provide cross-sectional variation, the pa-
per’s research design also exploits temporal variation in the initiation of fracing across shale
plays. This time variation comes both from heterogeneity in the shale formations’ geology
and potential for oil and gas recovery that led to differences in the time elapsed before
drilling and exploration firms devised successful fracing techniques in each play, as well as
local and national economic factors influencing oil and gas development. We determined
the first date that the fracing potential of each of the 14 shale plays in the US became
public knowledge. When possible, these dates correspond to investor calls and production
announcements when firms first began drilling operations involving fracing in an area or
released information on their wells’ productivity.

Table 1 summarizes the temporal variation in the initiation of fracing across shale plays,
as well as the distribution of top-quartile counties within each play. The Barnett was the
first play where modern hydraulic fracturing in shale plays combined with horizontal wells
found success. This success started becoming public in late 2000 and early 2001. Fracing
was initiated in 10 of the 14 plays by the end of 2009. In total, there are 95 top-quartile
counties and 310 counties outside of the top quartile in these 14 plays.

As an example of how we determined the first date when the fracing potential of a play
became public, below we outline the history of the Marcellus play. See Silver (2011) and
Carter et al. (2011) for a more complete history of fracing in the Marcellus. The history
below draws predominantly from these two sources. Range Resources, an independent oil
and gas producer, had acquired leases in Washington County and other counties in the area
of southwest Pennsylvania near Pittsburgh. They drilled a number of wells targeting non-
Marcellus formations. However, in the early 2000s, Range’s vice president of technology,
Bill Zagorski, learned of the phenomenal production Mitchell Energy was achieving using
fracing in the Barnett shale. Subsequently, Zagorski convinced his colleagues to try fracing
the Marcellus. In October 2004, Range re-completed the Renz No. 1 well with a Barnett-
style slickwater frac. Range then tried combining fracing with drilling horizontal wells.
Their efforts paid off when they completed the well Gulla No. 9, which produced gas at
impressive rates (Silver (2011)). Range announced their success fracing horizontal wells in
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the Marcellus in a press release on December 9, 2007 (Range Resources (2007)). Around the
same time, academic geologists Terry Engelder and Gary Lash estimated that the Marcellus
contained much more natural gas than had been previously thought. Their findings were
publicly announced by a Penn State press release on January 17, 2008 (Engelder and Lash
(2008)). Combined, the Range Resources announcement and findings of Engelder and Lash
helped spur increased interest and development of the Marcellus. Appendix Section VI.J
provides brief outlines of the history of fracing and our first frac date assignment for each
of the shale plays in our sample.

There are a couple concerns raised by the use of play-specific dates for when the potential
of fracing in the area became public knowledge. First, although there is an element of
serendipity in when exactly the potential of different shale plays was discovered, these
discoveries were the result of experimentation by oil and gas producers within the shale play.
Consequently, if economic factors influence which areas oil and gas producers experiment
in,